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Note:

Preface

The purpose of this manual is to show you examples of ER Mapper at work. It
attempts to go deeper than the other manualsin the set, discussing the application
of general concepts to particular circumstances. The topics have been grouped
roughly into parts for convenience but the chapters are by no means exclusive. The
aim has been to go for breadth of coverage rather than duplication. By the nature of
the product and disciplinesin which it is used, some techniques will apply to many
applications. You may want to approach the manual by reading the chapters most
relevant to your application and then skimming the headings in the other chapters
to seeif they discuss other techniques you are interested in. You may also want to
use the index to find references to particular applications or techniques.

This manual assumes that you already know your way around ER Mapper - for
example how to change histograms or add filters. If not, you will have to look these
techniques up in the User Guide or tutorial manual. For example, the User Guide
will describe how to add afilter while this manual will suggest which filter tousein
aparticular instance.

If you haven’t used ER Mapper before you may still want to browse through this
manual to get an idea of the diverse ways in which the product can be used.

Reference is made in certain chaptersto filesin the "examples® directory. This
directory islocated in the ER Mapper installation directory (on PC's usually
"C:\Program Files\ER Mapper\ER Mapper 6.2"). Note that the examples files may
not beinstalled. Thiswill depend on the configuration option you specified when
first running the setup program.
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Data Fusion and
Mosaicing

Author

Stuart Nixon isthe Founder and Managing Director of Earth Resource Mapping.

Absitract

ER Mapper isuniquein that its algorithm concept includes several innovative festures such
as automatic data fusion and mosaicing. Data fusion (also known as data merging) is the
combination of different types of dataover the same area. Mosaicing isthetiling of images
showing different areas to generate a composite view of alarger area.

Infroducing data fusion and mosaicing

Anintegral part of image processing isthe fusion and mosaicing of different types of data.

Fusion

Datafusion is the combination of different types of data over the same areain some way.
Common uses include:
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Sharpening Landsat TM imagery with SPOT Panchromatic imagery.
Fusion of airborne magnetics data with radiometrics data.

Generating amap that shows the existing known road network as a GI S vector map over an
image which highlights road changes between years, and all of that over abackdrop satellite

map.
Producing several optionsfor powerline placements, by showing land usewithin 200 meters
of the alternative routes and using a mosaiced set of airphotos as a backdrop.

Showing land use changes computed from classified satellite images. Also, measuring all
changesin land use related to vegetation only, by removing or highlighting natural forests.

Showing existing oil wells over 3-D seismic data by highlighting areas worthy of further
exploration.

Showing geochemical assay information over mineralogy, classified from aradiometrics
survey, and draped over a magnetics survey. This highlights subsurface structure and
correlates it with known geochemica assays.

Mosaicing

Mosaicing is the tiling of more than one image to generate a composite view of larger
areas. Thetypica exampleisthe generation of ahigh resolution regional view based on the
tiling of 40 or 50 air photos. Another example is the mosaicing of several cloudy satellite
images to produce a cloud-free image. Thisis similar to data fusion.

ER Mapper Fusion and Mosaicing

Unlike older image processing systems which have a number of programs that do specific
functions, ER Mapper is built on a unique algorithm concept which encompasses severa
innovative ideas. These are fundamental to the way that ER Mapper works. Thus,

ER Mapper has:

Algorithms, for generating an image from one or more source raster and vector datasets.

Automatic data fusion, allowing a particular combination of two or more datasets over the
same area.

Automatic mosaicing, allowing the mosaicing of two or more datasets which cover an area.

Arbitrary raster dataset resol utions and formats, as raster datasets can be fused regardl ess of
their resolution or formats. For example, an 8-bit integer based Landsat TM image with a
ground resolution of 28.5 meters can be combined with a floating-point based elevation
image with a ground resolution of 100 meters.

Interactive integration of datasets, asit is not necessary to write intermediate datasets prior
to integrating different data

Interactive formulaand kernel (filter) processing, for complete integration of raster and
vector data, with the ability to specify the priority of different layers of data.
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ER Mapper possesses a combination of different processing functions giving it
considerable power. These functions can be combined in an amost limitless number of

ways.

Before different datasets can be fused or mosaiced together, they must be in the same map
projection (although they may have different spectral resolutions, dataformat and cell size,
and cover different areas).

What you need to know

This chapter assumes that you are familiar with the algorithm concept and how to carry out
anumber of common ER Mapper functions such as how to:

» Load, save, and modify algorithms;

* Addlayerstoan agorithm, including datafusing (different layer types) and datamosaicing
(the same layer types);

* Modify aformulawithin alayer;

» Change transform limits to rescale data, particularly after aformula has changed the
dynamic range of the datg;

* Usethe INREGION function within aformula;
» Generate vector polygons from raster images;
* Create and use virtual datasets.
These issues are covered in detail in the Tutorial and User Guide.

Using data fusion to provide an integrated view into several datasets

There are often cases where it is desirable to see two or more types of data at the same
time. Most procedures involve one of the following techniques, which are explained in
more detail in the next sections.

Color and intensity

We perceive object color differently compared to actual object shape. This means that we
can use structure to represent one type of data, and color for another type of data- over the
same area - simultaneously. For example, we can show firerisk in color over a
monochromatic airphoto in an intensity layer. This makes it easy to see roads that lead to
an area of high firerisk.
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Attribute highlighting

If the features you are interested in cover only small portions of the entire map area, you
can generate a base map, and show the areas of interest highlighted in color. For example, a
greyscal e satellite image could be used as a basemap, and over it areas that have increased
in vegetation over the past 5 years could be shown in green, and areas that have decreased
in vegetation in red. Areas of no change would show through as the backdrop satellite
image. This technique requires deciding, on a pixel by pixel basis, the state of a given part
of the map.

Region highlighting

Thisissimilar to the previous example, except in this case the areas of interest are known
in advance in the form of polygon regions. This could be obtained from a GIS system or
from earlier classification of a satellite image. An example of thistype of data fusion
would beto show classified forest stands, only for the regions (polygons) of interest, rather
than for the entire area. Again, a backdrop image could be added, to show in the areas that
arenot theregions of interest. The region highlighting techniqueis suited to both raster and
vector data. A vector example would be to only show vectors within a given county.

Vectors over raster data

Selective use of vectorsin front of raster data allows fusion of information gathered from
raster and vector data. An example would be to view access roads into aforest stand by
overlaying it on a classified image of the forest stand.

By combining these different techniques on a single map or image, it is possible to show
quite complex information simply. It isbest to start with one technique, then add additional
techniques to the map as required. Only two or three different types of information should
be shown on asingle map. If moreinformation isrequired it is better to create two or three
maps of the same area.

ER Mapper's algorithm concept works well here because it is possible to generate many
different views from the same data, without requiring intermediate datasets to be computed
or stored. Furthermore, as the algorithm is run on demand to compute the final image, the
final image need not be stored on disk. Only the a gorithm (which requires small disk
space) need be stored, and the resultant image called up when required.

Data fusion using color and intensity

Images made by data fusion using color and intensity are easy to generate, and very easy to
explain and interpret. Some common types of images visualised in this way could be:

Fire danger maps for an area, color coded red as high risk, and scaled down to green as low
risk, over an air photo over the same area. It is easy to corrdlate the risk of afire (red being
high risk) against the actual terrain, or against access into areas of high firerisk.
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» Forest management maps showing different types or growths of forest as a color coded
image over a satellite image, to plan the placement of access roads and fire breaks.

* Mineral exploration maps showing radiometricsin red, green and blue (potassium, thorium
and uranium respectively) over a magnetics image processed to show structure. The
resultant image makes it easy to correlate radiometrics to show mineralogy over the sub-
surface magnetics structure.

These types of maps are created by using color to represent one type of data, and intensity
to show another type of data.

The human eyeis sensitive to small changes in structure (for example, aroad running
through an image), and to overall patternsin color. This means that high variability
information (that is, high frequency information) should be shown as intensity, whereas
overall trends or patterns should be shown in color. When looking at data, it generally
becomes obvious as to which way one should represent the data.

Consider the case of amap that combines precipitation, measured every 1 kilometer, with a
map of vegetation, derived from a 30-meter pixel satellite image. In thisinstance, the
precipitation (which changes slowly over distance) would be shown in color, whereas the
vegetation would be shown as intensity.

Common ways of fusing data

There are anumber of common combinations of data. They include:

Landsat TM (30 meter resolution) and SPOT Panchromatic data
(10 meter resolution)

Landsat TM data has 7 wavelengths of data, whereas the SPOT Panchromatic data has only
one wavelength of data, but at a higher resolution. An effective technique isto combine
these two sources of data, resulting in a higher resolution image (using the 10 meter SPOT
data) with the spectral information from the Landsat TM (using some combination of the 7
bands). In this case, color isused to show the Landsat TM image (often as ared-green-blue
image) and intensity is used to show the SPOT Pan image.

Landsat TM and airborne magnetics surveys

This allows surface geology—mapped from the Landsat TM imagery—to be correlated
with sub-surface magnetics. Common techniques are to show the Landsat TM in color, and
the structure from the magnetics image as intensity.

Typically, the Landsat TM would be shown as red-green-blue (bands 7, 4, 1, are good to
highlight geology), and the magneticsimageis “ sun-shaded” to highlight structure, which
isused for intensity in the image.
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Radiometrics (potassium, thorium and uranium) and airborne
magnetic surveys

Once again, radiometricsis shown in color, and magnetics in intensity.

Classified images that can be shown over air photos or high
resolution satellite images

This combination gives afeeling for locality and structure to the classified imagery.

Combining some information (vegetation, water shed factors,
fire hazards, etc.) with elevation

The information (for example, fire danger level) is generally shown in color, against the
elevation data which is shown by intensity.

Using both absolute values and structure from a single source of
data

A single source of datais usually processed to show the absol ute high/low values as a col or
graduation. Thisisintegrated with the same data processed to show structure.

This technique, known as pseudocolor colordrape, is a powerful method for on-screen
interpretation and annotation of data.

Common types of data displayed this way include:

Elevation: where color represents the height, and intensity represents the structure (slopes
and values).

M agnetics images. where color represents the height, and intensity represents the
structure from the magnetics.

3-D seismic two-way-time horizons: where color represents the time response on the two-
way-time, and intensity is used to highlight structure.

Bathymetry data: where color shows depth, and intensity shows structure.

In order to fuse these or other types of data, one of several different data fusion techniques
may be used. It should be noted that thislist is not exhaustive. You may find other
techniques of interest, and choose to use them. Because data fusion isimplemented using
algorithms, it is not necessary to have specialised programs to carry out data fusion. New
techniques can be implemented by the user using the ER Mapper Graphic User Interface,
within the standard structure.

Therest of this section explains some of the common techniques in more detail.
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Pseudocolor colordrape data fusion

Pseudocolor colordrape data fusion is the simplest of all. It is often used to show two
variables: onein color, and oneinintensity. The information shown in color would be
shown in a Pseudocolor layer, and the information to be shown in intensity would be
shown in an Intensity layer.

To create a pseudocolor colordrape image, the normal techniqueis clarify the datato
display the data as separate layers, and then combine the layers.

Thistechnique is called pseudocol or because the colors are al generated from asingle
layer of data, resulting in arange of colors. The exact colors used depend on the lookup
table selected for the algorithm. Common lookup tables range from red as high values
down to blue as low values.

An example of color drapeisto drape a magneticsimage, as color, over asatellite image,
as intensity. Another (more common) example is to use the same band of datafor both
color and intensity, with the intensity being a processed version of the datato highlight
structure.

It is quicker to use an existing colordrape algorithm and simply change the datasets being
used. However, below is the technique to create a pseudocolor image from scratch:

To create a colordrape algorithm from scratch

1

Create a Pseudocolor layer.

Specify the dataset, and the band in the dataset to be shown as color. Transform the data so
that the color range is acceptable.

Turn the Pseudocolor layer off.

Thisway, you can work on the Intensity layer without being distracted by the color
information.

Add an Intensity layer, and specify the dataset to use.

If the dataset is different to the one used in the Pseudocol or layer, remember to click on the
‘OK - thislayer only” button rather than the OK button, as the latter would aso change the
dataset being used in the Pseudocolor layer.

Transform the data so that the intensity is acceptable.

You might need to apply alogarithmic or piecewise transform (alinear transform with
multiple segments) to get the image to look acceptable.

Turn the Pseudocolor layer back on.
Save the algorithm so that the resulting image can be recalled at any time.
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RGBI (RGB->HSI->RGB) data fusion

The RGBI technique takes a Red-Green-Blue image (for example, a Landsat TM image),
and sharpensit by replacing intensity with data from another source (for example, SPOT
Panchromatic).

ER Mapper has an inbuilt transformation for the common RGB to HSl, replacing Intensity,
then back to RGB formula. Other variations (such as HSV transforms or the Brovey
transform) can also be implemented by using virtual datasets and formula processing. For
the simple RGBI case, a color image is defined in a Red-Green-Blue space. This means
that three layers are defined in the algorithm—a Red, a Green and a Blue layer. These are
loaded with the data appropriate for these colors. For example, bands 5, 4 and 1 from
Landsat TM highlight vegetation and cultural information, whereas bands 3, 2 and 1 show
anatural image.

A fourth layer, the Intensity layer, is also defined. When ER Mapper sees an algorithm
which has an Intensity layer and Red, Green and Blue layers, it knows to automatically do
the RGB to HSI to RGB transform.

It isimportant to appreciate that this transform is done on a pixel by pixel basis, and only
transforms non-NULL data for a given pixel, changing it in the Intensity layer. Thisisa
useful feature, as quite often two images (for example, a Landsat TM and a SPOT
Panchromatic image) will not overlap exactly. There will be some places with both the
Landsat TM and the SPOT Pan, some places with only Landsat TM, and some places with
only the SPOT Pan. ER Mapper tries to provide the best result for each pixel.

Where both datasets exist for a pixel, the full transform is done. Where only the intensity
dataexistsfor apixel, that pixel is shown in greyscale. Where only the color information
exists, the raw color information is shown without the RGB->HSI->RGB transform being
carried out which generally resultsin less detailed imagery at those pixels.

An RGBI algorithm can be built up from scratch—often you will have an RGB algorithm
that you wish to sharpen by simply adding an Intensity layer.

When starting from scratch, it is faster to load and modify an existing a gorithm—a similar
one you have previously defined, or one of the Templates algorithms.

To create a RGBI display using the Templates/RGBI algorithm:

1

Load the examples/Miscellaneous/Templates/Common/RGBI algorithm into a
window.

In the Algorithm dialog box, select the Red layer.

Select the dataset (for example, Landsat TM) to be used for the Red, Green and
Blue layers and click on ‘OK - all layers’.

Thiswill change the Red, Green and Blue layers to use your new dataset.
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4 Setthe band to display in the Red, Green and Blue layers (click on each layer, then
change the band).

Note: Asthe Intensity layer was defined to use a different dataset to the Red, Green and Blue
layers, it will not have the new dataset. Also, if your new dataset has a different map
projection from the template dataset, you may find that the Intensity layer has been turned
off asit has an incompatible map projection.

5 Click on the Intensity layer, and load (this layer only) the new dataset (for example,
SPOT Panchromatic).

For a multi-band dataset, select the appropriate band to use.
If the layer was turned off, turn it back on.
Set up the transforms.

© 00 N O

Save your new algorithm if you wish to use it in the future to re-create this image.

Brovey fransform RGBI data fusion

The Brovey transform is a highly effective transform that generates a better looking image
than the normal RGBI image for many types of data, in particular for combining Landsat
TM and SPOT Pan imagery. In this case, it generates natural looking water, and a crisp
image that may be further sharpened without degradation by applying a sharpening filter to
the SPOT Pan layer.

The Brovey transform is a formula based process that works by dividing the band to
display in agiven color (for example, the Green layer) by the sum of all the color layers
(for example, Red, Green and Blue) and then multiplying by the SPOT Panchromatic layer.

Thus, to combine bands 5,4,1 of Landsat TM as Red, Green and Blue layers, with SPOT
Panchromatic as intensity, the generic formulais:

(I'nput 1/ (I nput 2+1 nput 3+l nput 4) ) *I nput 5

We use four inputs for the Landsat TM image because it makes the formula setup easier to
modify. The above generic formulais mapped to actua bands as follows (B5, B4 and B1
are Landsat TM, Pan isthe SPOT Pan):

Red layer:

(B5/ (B5+B4+B1) ) * Pan
Green layer:

(B4/ (B5+B4+B1) ) * Pan
Blue layer:
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(B1/ (B5+B4+B1)) * Pan

It can be seen that to be effective, the Brovey transform requires:

Pixels from the Landsat TM and the SPOT Pan to be processed together.
Floating point operations.

ER Mapper can carry out the complete Brovey transform in asingle step, without requiring
intermediate datafiles to be created. Also, the Landsat TM and the SPOT Panchromatic
dataremainsin their origina resolution—it is not necessary to regrid the Landsat TM
down to 10 meter resolution first.

To usethe Brovey Transform you must create avirtual dataset containing both Landsat TM
and SPOT Pan data and then apply the processing to it.

To create a virtual dataset with Landsat TM and SPOT Pan data

1 Create an 8 band virtual dataset that contains the 7 band Landsat TM image and

the 1 band SPOT Panchromatic image.

Although we are only going to use three of the Landsat TM bands, we may aswell create a
virtual dataset with al seven Landsat TM bands, as it does not add to storage space (a
virtual dataset is simply an algorithm that looks like a dataset—it is computed on demand)
and allows you to try different RGB band combinations at a later date.

The easiest way to create the virtual dataset isto use an existing template. For Landsat TM
and SPOT Panchromatic, thereis an existing template that can be used called:

exanpl es\ M scel | aneous\ Tenpl at es\ Vi rt ual _Dat aset s\ Landsat _TM
_and_SPOT_Pan

Load this template algorithm.

Change the datasets to reflect your own Landsat TM and SPOT Panchromatic
datasets.

Save your new algorithm as a virtual dataset, ideally in the area that you store the
true Landsat TM and SPOT Pan images.

Follow the convention of ending virtual dataset names with the letters _vds, making it
easy to see at aglance that a dataset isreally avirtual dataset. The Landsat TM image
represents thefirst 7 bands of the algorithm/virtual dataset, and the 8th and final band (and
aso layer) isthe SPOT Pan layer.

Make sure the SPOT Pan layer is turned on after you finish loading it. Once you create this
virtual dataset, it can be used by any algorithm requiring processing of both Landsat TM
and SPOT Pan within the same formula.
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To use the Brovey Transform algorithm

1 Load the examples\Functions_And_Features\Data_Fusion\Brovey_Transform

algorithm.

Notethat it has three layers: Red, Green and Blue (intensity is computed from within the
formulafor each layer).

Select one of the layers and change the dataset to your new virtual dataset.
Click ‘OK - all layers’ to load the virtual dataset into all layers.

4 Adjust the transforms if required.

You can sharpen the image without undue degradation by applying a sharpening filter to
the SPOT Panchromatic. You can apply a sharpening filter to the SPOT Pan input for each
of the layers (you need to load the filter three times, once for each layer), or you could
modify the original virtual dataset to sharpen the SPOT Pan layer. Alternatively, you can
create anew layer in the virtual dataset called ‘0.65_sharp_Pan’ and add a sharpened filter
toit.

The Brovey transform workswell for awide range of data, and in general is a better choice
than the RGBI transform. However, asit causes visual change to colors (generally for the
better), the RGBI transform is better for pure intensity sharpened transforms.

Data fusion using attribute highlighting

The attribute highlighting technique is good for highlighting certain parts of the image,
based on a pixel by pixel formula. The general concept isto define a backdrop image
(depicting non-valid attributes) and add another layer to emphasi ze the highlighted parts of
the image (depicting vaid attributes).

For example, an effective image highlighting water in aregion can be created using SPOT
Panchromatic for the backdrop, and computing and highlighting water based on the
Landsat TM imagery. The SPOT Panchromatic would be used for the backdrop because of
its superior resolution (10 meters), whereas the Landsat TM would be used to decide if
water exists, as water cannot be reliably detected from the single band 0.65um SPOT
Panchromatic imagery.

To create an algorithm for data fusion with attribute highlighting

Create an algorithm which displays the backdrop image.

Thisinvolves creating a Pseudocolor layer loaded with the SPOT Panchromatic image. Use
agreyscale lookup table to create a ssimple greyscale image. A more complex color
backdrop image could be created; however, a greyscale backdrop makes it easier to see
highlighted areas.

Highlight required areas.
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For each type of highlight to be shown, create a Classification (not Classification Display)
layer. A Classification layer is alayer that has a higher priority than normal raster layers
(such as Pseudocolor or Red), so it shows on top of any normal raster data.

A Classification layer will only be shown if the pixel value is non-NULL for that pixel.
Note that thisisnon-NULL, not non-zero, which is a different meaning. If, for a given
pixel, more than one Classification layer isvalid, then the layer with the highest numerical
value for that pixel is shown.

So, to show highlights using the Classification layers:

Add a Classification layer.

Load the dataset to be used for decision making.

For example, for water detection, you could use Landsat TM.

Set up the formula for the layer, to return 1 if true for this pixel, or NULL if false for
this pixel.

Many common formulas have already been defined and can simply be loaded with the
Load Formula menu inside the formula dialog box. You can also create any formulathat
returns a true/fal se type of answer.

Aswater isahigh absorber of infrared, theinfrared channelsfrom Landsat TM have avery
low reflectance over water. The exact values depend on the region. Generally, any value
below about 20 for band 5 can be considered to be water. Use ER Mapper Traverses and
Cell Coordinatesto look at pixel values point by point to help decide the exact value for the
threshold. A more robust water test is to divide a high reflectance wavelength (blue or red
wavelengths) over alow reflectance wavelength.

For the simple water test case, the formulafor the Classification layer would be:
IF INPUT1 < 20 THEN 1 ELSE NULL

Where INPUT1 is mapped to one of the infrared channels, for example Band 5:
IF B5:1.65um < 20 THEN 1 ELSE NULL

Select a color for the highlighted areas.

For example, choose blue for water, by clicking on the color chooser button on the
Classification layer.

Only areas that are water will be shown in the color selected. For other areas, the
underlying backdrop image will be visible.

The above is asimple example of how to highlight certain parts of the image based on
conditions. Complex maps can also be generated by combining different techniques.

More complex examples of attribute highlighting
Some examples of additional attribute highlighting techniques include:
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e Combining different datasets to show time-based changes

By comparing two classified images, changesin certain classes can be picked out and
highlighted. To use aformulathat accesses datafrom different datasets, a virtual dataset
that combines the different datasets must be defined.

* Assuming two classified datasets for 1990 and 1994

For example, with class number 12 for urban development, the following formulawould
highlight urban growth between 1990 and 1994

IF CLASS 1990 != 12 and CLASS 1994 = 12 THEN 1 ELSE NULL

« Highlighting more than one attribute

For example, one Classification layer could be colored red, to show areas of vegetation
decrease, and another area could be colored green, to show vegetation increase.

*  Only showing attribute data within a region.
For example:

I F inregion('Colorado') and B5:1.65um < 20 then 1 el se NULL
would highlight water only in the region defined as Colorado.

» Using noiseremoval or averaging filtersto remove small areas, to show a smoother image,
or to highlight only larger aress.

It isimportant to put any filters before rather than after the formula, as the formula inserts
NULLs into the data, and the filters would cause the resulting data to shrink by rejecting
areas bounded by the NULLs. If theformulais atrue/false from complex input data, create
avirtual dataset which generates the desired data, and then run that data through afilter
before thefina ‘IF <true> THEN 1 ELSE NULL' formula

Two good filters are the median filter, to remove small areas, and smoothing filters, to
generate more regular looking areas.

Data fusion using region highlighting
Region highlighting entails using the INREGION() function within formulas to decide if
the areato display falls within the region(s) of interest. It will only be displayed if it does.

As with attribute highlighting, this technique can be combined with backdrop maps to
generate detailed information only within areas of interest.

For example, agreyscale SPOT Panchromatic image could be used as a backdrop behind a
classified image of Landsat TM, that is only shown within certain areas of interest (perhaps
forest stands).
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The region highlighting technique (like attribute highlighting) can be applied to any raster
layer type. However, the attribute highlighting technique is most effective for
Classification layer types.

In the following exampl es, the term INREGION('my region') will return true/falseif inside
the region named 'my region', whereas the term INREGION(REGION1) means that in the
formulathe variable REGION1 must first be mapped to avalid region for the dataset
before it is used. By default, when adding a region variable (REGIONL1) to aformulathe
region 'All" is used, which is unlikely to be the region you want.

It is much better to use REGION1 (or REGION2, REGION3, etc.) and map it to aregion,
rather than specifying an absolute region name, as it makes your formula much more
flexible and easy to change.

Common region highlighting techniques for different layersinclude;

* Region highlighting by a single blocked out color.
Use a Classification layer set to the appropriate color, with the formula:

| E inregi on(REG ON1) THEN 1 ELSE NULL

Note: Use‘... ELSENULL’ not ‘... ELSE O’, which would set the entire image to be classified.

» Classification highlighting only within aregion of interest.
Use a Classification Display layer (not a Classification layer), and the formula:
| F inregion(REG ON1) THEN | NPUT1 ELSE NULL

Note: Use ‘... THEN INPUT1 .../, asthe Classification Display layer type takes the input
value, and runs it through the colors defined for the classified file. This can be used to
advantage. For example, to display certain classes only within aregion, you can use:

| F i nregi on(REG ON1) and | NPUT1>10 and | NPUT1<20 THEN | NPUT1
ELSE NULL

Thiswould only show classes if they are within the range 11 to 19, and in the region
defined by REGIONL1.

» Color highlighting only for a colordrape image

By leaving intensity till in theimage, this leaves an overal fedl for the map, but draws
attention to the area defined by the colored image. The INREGION() would be applied to
the Pseudocol or region. The same concept also applies to RGBI images.

« Imagery highlighting only within a certain area

For example, it might be desirable to only show datawithin acertain map sheet, or withina
certain county or state. In this case, for each raster layer, add the INREGION() to the
formula:
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| F I NREG ON( REG ON1) THEN | NPUT1 ELSE NULL

Regions are associated with raster datasets. They also contain other, statistical, information
for the polygon region.

It is sometimes desirable to use a vector polygon as aregion across different datasets. In
this case, use the vector polygons <-> raster dataset regions function in ER Mapper to
create regions within raster datasets from vector file polygons and vice versa.

Note: Regionsare stored as polygons (not bitmaps) within the raster dataset header. Because
raster regions contain additional statistical information, they must be associated with each
raster dataset, which is why simple vector polygons from vector files are not used for
INREGION() and associated functions within formulas.

Fusion of vector and raster data

ER Mapper can also show vector based data over raster (and classification) layers.

This data can come from many sources. It can be from ER Mapper vector files, or from
external GIS or DBMS systems.

Access to vector datais viaatechnique know as Dynamic Links. Each link may haveits
own processing techniques. For example, the ARC/PLOT based link (UNIX only) allows
entire ARC/PLOT (and AML) based scripts to extract data from a ARC/INFO GIS and
display it in an integrated fashion with other ER Mapper information.

Some points to consider when working with vector overlays:

» Vector layersmay or may not allow additional selection and processing of the vector data
This depends on the actual link implementation.

« Dataisleft in the externa system, and the dynamic link is run on demand each time the
algorithm is processed and displayed or used to generate hardcopy.

The ER Mapper agorithm always shows the latest information in the external system.

» TheRaster to Vector conversion function within ER Mapper can be used to define polygons
and vectors based on raster data.

» Each layer may be either asingle color, or may generate multiple colors within that layer.
Thisis up to the dynamic link of that layer.

Single color layers are known as MONOCOLOR layers, and multiple color layers are
known as TRUECOL OR layers. MONOCOL OR layers may be any color—but only one

color per layer.
* You can change priority on vector layers, just as with raster layers.
Moving alayer up or down meansit will be drawn over or under another vector layer.
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The Map Composition functions can have dynamic links within map objects.

This means that you can clip avector layer (for example, aroad network) to only display
within a polygon region defined by a map object.

Y ou can add your own dynamic links to your own custom vector layers, for accessto
proprietary systems.

Useful formulas for data fusion and
mosdaicing

There are anumber of formulas and processing techniques that are useful for datafusion
and mosaicing. Many of these techniques can be applied in varied situations, so some ideas
arelisted here:

Using PC1 to show terrain and terrain changes

For Landsat TM, PC1 (principal component number 1) is often the terrain. Thisis because
the most significant change on a pixel by pixel basisis often the effect of shadow on
terrain. Thisis most apparent in hilly or mountain areas, but less effective in urban regions.
Band 6 (the thermal band) should not be included in this calculation.

By showing PC1 asintensity, good structure is visible from most Landsat TM imagery.

By using an algorithm to compute PC1 for two different Landsat TM images, then
subtracting one from the other, areas that have had structural change (for example, hill
slippages, water erosion, sand dune movement) become visible—without having digital
elevation changes for the area.

To generate this sort of image, create avirtual dataset that contains the 14 bands from both
Landsat TM images. Then use the 14 band virtual dataset to create a principal component
number one for each dataset, which in turn are used in another calculation.

Theformula“(I1-12) /(11 +12)’, where I1=[scene#1 PC1] and |12=[scene#2 PC1], is an
effective method of normalizing the data.

Using INREGION() on a conditional basis

It is often desirable to do processing based on INREGION if the pixelsin question are
within aregion (that is, vector based polygons). For example:

IF INREG ON(' Forest') THEN ...
Thiswill process only datain the region called ‘ Forest’.

Complete AND and OR logic can be used for regions. For example, the formula:
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IF INREG ON(' Forest') and | NREG ON(' Wst County') THEN ...

will only process pixels that are both of the regions ‘ Forest’ and *West County’. Note that
an ER Mapper region is defined as one or more polygons, so the result of the above can be
quite complex.

As another exampl e, to process pixels that are inside the region ‘Forest’ but not in the
region 'West County', whose values are less than 100 use:

IF 11 > 100 and (I NREG ON(' Forest') and not inregion('Wst County') THEN ...
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Absitract

Digital Elevation Models (DEMs) are a digital representation of elevation, organized as a
regular grid of numbers. A great many applications, such as laying pipes or assessing fire
risks, have adirect use for DEMs. This study examines how DEMSs are created, waysto
enhance DEMS and extract information from them, how to combine DEMs with other
types of data, and how to do what-if processing with them.

Infroduction

Digital Elevation Models are represented as aregular grid of numbers. The spacing
between grid elements represents the interval between samples. For example, a 30 meter
grid spacing means that thereis one elevation sample every 30 meters. The numerical value
in each grid element represents the elevation at that point. Thisis often afloating point
number, to ensure that small variationsin elevation can be recorded accurately.
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This chapter discusses the generation and quality of DEMS, the display and integration of
DEMs with other types of data, and how to carry out what-if processing and classification
of DEMs and related data.

Sources and quality of DEM data

DEM creation
DEMs may be created from a number of sources, including:

» Measuring selected elevation pointsover an area, and then gridding them into a
regular grid using a gridding package. This technique has several disadvantages,
including the effort required to collect the individual elevation points, and inaccuraciesin
theregular grid in areas where limited numbers of points have been gathered. Any areathat
has had gravity surveyswill aso have elevation heights collected at each point. Otherwise,
the source for individual elevation points are likely to be from analytical plotters.

e Generatinga DEM from a contour line source of elevation, for example, from a map
or from an L1S system. Contour maps are generally created using analytical plotters, and
thus have alarge range of points gathered. Also, contour mapstypically have valley floors
and ridge lines defined, ensuring that these crucial aspects of a DEM are well preserved.
When generating a DEM from a contour source, care must be taken to ensure that the
resultant DEM does not have a“terraced” effect between contour lines.

* Interferometric SAR processing. This computationly intensive technigque uses phase
between Radar signalsto derive a complete elevation map. Advantages include good
accuracy regardless of climatic conditions. Disadvantagesinclude somerange of errorsover
the resultant DEM, and currently alimited range of SAR systems capable of being used to
generate these DEMs.

« Softcopy Photogrammetric generation of DEMs by comparing stereo airphoto or
satellite images using autocor relation techniques. This technique allows a quite dense
mesh of DEM points to be computed. There can be awide range of output from different
DEM generation systems. Some systems generate a sample of DEM points, which are then
gridded up to a higher resolution. Other systems generate a high number of points, but a
significant number of points can be inaccurate.

DEM quality

An important consideration is the quality of the DEM being generated. |deally, you should
know the original source of data and the processing technique used to convert the original
elevation samplesinto aregular grid.
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Before working with a DEM, your first step is often to carry out real time shading on the
DEM grid, to observeif any gridding errors exist. You should examine the DEM from
different elevation and azimuth perspectives, as many errors only become obvious from
certain angles or while interactively carrying out the shading. Errors to look for include:

Terracesof regular flat areas (indicating a poor gridding result from a contoured line
source).

Large, veryregular areasascompared to areaswith many small variations. Thismight
be an indication of a poor source of data, with only afew grid pointsin the large regular
areas.

Regular shadow stripsin the DEM, in a particular direction, often more visible when
the shading elevation is near the horizon. Thisisindicative of agridding system
introducing artifacts in a certain direction. Thisis avery common gridding problem, and
shows up on most DEMs generated using gridding techniques. The problem can often be
minimized or eliminated with different gridding techniques. Also, FFT filtering of the data
in the frequency domain can remove gridding artifacts. Another cause of regular variations
in DEMs can be systematic errors in autocorrelated DEMS, in particular from satellite
images.

Areaswith sharp variationsin height. Thisis often an error introduced by automated
DEM generation systems which incorrectly assign an elevation height to points, due to
shading or other problemsin the original stereo pair. If the data can’'t be reprocessed,
selective use of amedian or other form of ranking filter can remove most of these errors; as
with al filtering techniques, care must be taken that valid datais not removed during the
filtering process.

Incorrect registration. A surprising number of DEMs are gridded using incorrect map
proj ection/datum details—or the data may have been generated using a map projection/
datum different to that of other datayou are working with. Unlike airborne photo and
satellite data, where mis-registrations are obvious, mis-registrationsin DEMs may not
obvious unlesslooked for. When looking for mis-registration, either examine the elevation
valueat several known locations (usethegeoposition - zoom center of image window
to center an image window on a specific location), or compare river forks, etc., with the
samelocation in other imagery or vector dataover thesamearea. If the DEM isin adifferent
map projection and/or datum, use the Image Rectification - Map Projection to Map
Projection function to rectify (warp) the DEM into your desired projection.

Displaying and processing DEMs

Once your DEM has been gridded to your satisfaction, and is in the appropriate map
projection and datum, a considerable range of processing and display techniques are
available to you to extract the information held with aDEM.

In general, these can be divided into three categories:

Displaying DEM datain a number of ways.
Integrating and displaying DEM data with other sources of vector and/or raster based data.
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* Processing DEM data using what-if rules.
The following sections examine the above in more detail.

Typical DEM applications

Because the processing and display of DEM dataislargely dependant on the resultant
application, ER Mapper’s ability to quickly and easily process and integrate DEMs makes
it quite easy to make effective use of DEM data. For example:

* You need to identify areas of high fire risk, considering the direction of prevailing hot
winds, and the dry vegetation content. This can be quickly done by comparing the dry
vegetation index from Landsat TM, with the slope (steepness) and aspect (direction) of a
DEM. The threshold could be applied to the resultant image, indicating areas of high fire
risk.

» A new water pipelineisto be constructed. Key factors are the slope, and the variation in
height, between proposed starting and ending points for the pipeline. An image showing
regions of low slope, and within the desired height band, can be constructed. Thisimage can
then be draped over the original DEM and viewed in 3-D to select optimum pipeline
locations.

* You need to identify fire-break roads that must be constructed in aforested area, to reduce
fire impact. After doing on-screen annotations identifying the required roads, a stereo pair
hardcopy image can be generated which is amerge of DEM data to show height, air photo
data, and vector based annotations showing where the required fire-break roads must be
built. These stereo pair images can be given to construction teams in the field, who now
have accurate maps that show the location of the required fire-break roadsin context with
air photo images of the area. The stereo pair images appear as true stereo images when
viewed through a standard stereo pair viewer.

* A new development which must meet strict visibility impact guidelinesisto be carried out.
By draping air or satellite images over a DEM, the proposed development can be viewed
from any position, in stereo, using the real-time perspective stereo capabilities of
ER Mapper.

e Youwishto carry out geological interpretationsin thefield, to identify candidate locations
for exploration drill locations, based on a combination of aeromagnetic data, geochemical
data, and elevation observations. By generating afalse color aeromagnetic image, adding
the geochemical data (stored in vector or point form, possibly in an external system) to a
DEM, and then printing ahardcopy stereo pair of theimage, the geologist can take animage
to thefield that can be viewed in stereo using conventional stereo viewers. ER Mapper has
the ability to generate astereo pair that has oneimage orthographically correct and the other
image containing the elevation changes. The geologist can carry out interpretationsin the
field on the orthographically correct image. These interpretations can then be entered into
the computer back at the office using a digitizer.
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* You need to observe sedimentation and erosion effects from a recent severe flood.
ER Mapper can compare before and after DEM images of the affected area, highlighting
areas where elevation has decreased, or increased, in different colors. The volumes of
erosion can also be computed from this differencing of DEM images.

As can be seen, the applications for DEM data are quite varied, and the actual techniques
used to process, integrate, and display the DEM data vary depending on the required
results.

Keeping thisin mind, the following sections cover in detail the different display,
processing and integration that can be carried out on DEM data. Where appropriate, real
world examples are given for the use of the different techniques.

Aswith using any part of ER Mapper, it isimportant to appreciate that, like a spread-sheet,
ER Mapper provides a powerful what-if tool. The effective use of thistool comes from
understanding the underlying functionality and how to apply it.

Displaying DEMs

There are anumber of basic waysto enhance and display DEM data(in all of the following
discussion, any technique used for display can also be output to a hardcopy print). The
basic techniques can in turn be combined to come up with superset display techniques,
which combine the DEM data with other types of data.

Many of these techniques are useful because of the nature of DEM data: unlike the spectral
responses from a satellite image, which might vary wildly from one location to the next,
thereis often a correlation between one DEM location and the next. In this respect, thereis
a close affinity between display techniques for DEMs, and for field strength datasets such
as gravity datasets or magnetics datasets. Indeed, all of the display techniques discussed
here for DEMs are also applicable to field strength datasets.

Aswith all of ER Mapper display techniques, the display techniques can be applied
directly to the original data—or to virtual datasets containing more than one source of data
—without having to generate intermediate image files.

Note that vector overlays and dynamic links to external systems such as GIS and DBMS
systems operate in all ER Mapper display modes detailed below. Thus, you can, for
example, carry out an annotation interpretation while sun-shading a DEM to show
structure. Also, the following display techniques don’t have to be applied to just the basic
DEM data. For example a false color image can be made of the Slope computed from a
DEM, rather than from the original DEM.

The basic display techniques and combination techniques are as follows.
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Greyscale image

A greyscale DEM isthe simplest image that can be displayed—~hby assigning a grey shade
to each elevation value. A greyscale DEM imageis also one of the least useful images, asit
does not enhance structure, and asit is difficult to see changes in elevation in agrey image
(because your eyes are less sensitive to grey scale changes than to color changes). You can
generate agreyscale by clicking on the “Common Toolbar: Greyscale” button, or by
loading the “examples\Data_Types\Digital_Elevation\Greyscale” algorithm and loading
your own dataset. A greyscale image can be generated using a Pseudocolor layer in the
agorithm with a greyscale lookup table loaded, or using an Intensity layer in the algorithm
which isautomatically a greyscale image (if no other raster layers exist in the a gorithm).

False colorimage

A false color imageis similar to agreyscale image except that a palette of colorsis
allocated to the different DEM values. By selecting a color lookup table that highlights
differencesin values, such asthe step lookup table, you can differentiate subtle differences
in elevation height. Also, the transform can be changed in realtime to selectively highlight
acertain range of DEM values. You use a Pseudocolor raster layer for false color images.

Realtime “Sun” shaded image

The realtime sun-shaded image is a powerful mode used to highlight structure within a
DEM. Itiscaled “sun” shading because it simulates how aterrain surface would look if
the sun were in different positions (defined as azimuth rotation from North, and el evation
above the horizon). ER Mapper will update the sun-shaded image in realtime, as the “sun”
is moved viathe sun-shading window for the raster layer. A sun shaded layer is normally
set up as an Intensity layer, so that it can be combined with a Pseudocolor layer to generate
a colordrape image. To produce a sun-shaded layer, turn the sun-shading on for the desired
layer. ER Mapper 5.0 can update areal -time sun shaded image on any display type (that is,
on both 24 bit and on 8 bit displays).

When the sun is overhead the resultant image shows “dip” for the DEM. In other words, it
shows featuresin the DEM regardless of angle. If the DEM is a high detail DEM, and you
are interested in seeing only major structures within the DEM, you can add averaging
filtersto the layer prior to carrying out the sun-shading.

When displaying asun shaded image, using alogarithmic transform often generatesamore
balanced looking image than the default linear transform.

Realtime combined “Sun” and “False Color” Colordrape image

Thisisavery powerful technique, created by combination a False color Pseudocolor layer
(or possibly Red, Green and Blue layers) with a“ Sun” shaded layer in Intensity. With this
display technique, you can modify the structure highlighting by moving the sun shading

position (on the Intensity layer) in real time, and you can modify the color highlighting (on
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the Pseudocolor layer) in real time. You can also modify the transform in the Intensity
layer to brighten or darken the overall image; alogarithmic enhancement works well for
this.

The advantage of this technique is that you can see both absolute el evation height
variations (the color of theimage) and the structure in the DEM (the shaded intensity).

Shiny (HSI model) Colordrape image

The“shiny” colordrape is a technique developed by an ER Mapper user to provide a
different reflectance model for colordraped images. It is agood example of how quite
different display techniques can be achieved, using the standard ER Mapper software and
user interface. Aswith the standard col ordrape image, thistechnique resultsin a colordrape
image showing the DEM height as color, and the structure from the DEM as shaded
intensity.

Unlike the standard colordrape model, which uses two layers (Pseudocolor and Intensity)
with an internal calculation of reflectance, the shiny colordrape uses three layersin the
algorithm: Hue, Saturation and Intensity. The original height values are assigned to the
Hue layer, and the shaded intensity to both the Saturation and the Intensity layers. By
modifying the transformsfor the Intensity and in particular for the Saturation layer, we can
achieve a“shiny” look to the colordraped image.

In this processing, we apply transforms after the sun-shading is carried out. To do this, we
use an algorithm (or virtual dataset) containing two layers: Height (the origind DEM data)
and Structure (the sun-shading we wish to use). Thisagorithm, instead of the original data,
isused asinput to the HSI mode.

To create a shiny colordrape image

The easiest way to create the required algorithm to input to the shiny colordrape HSI
display modeisto:

1 Create a normal colordrape algorithm (with two layers: Pseudocolor and Intensity).
The intensity layer has sun shading turned on.

2 Name the Pseudocolor “Height” to indicate that it is the original data, and name
the Intensity layer “Structure” to indicate that it is a shaded version of the original
data.

Save the colordrape algorithm.
Create an HSI algorithm with three layers.

The easiest way to do thisisto load the

“examples\Data_Types\Digital _Elevation\Colordrape shiny look” algorithm. Load your
colordrape algorithm, saved in step (3) above, as the input dataset for the colordrape
algorithm. Make sure you are using the “Height” input for Hue and the “ Structure” input
for both Saturation and Intensity.
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You can now call up the transforms for the Hue, Saturation and Intensity layers. Changing
the transforms will have the following effect, al in real time (regardless of display type):

* Huelayer: Thiswill change the color of the image.

« Saturation layer. Thiswill change how saturated (or white looking) colors will be.
Because this layer uses the “ Structure” you will not change the overall saturation but
rather the saturation on areas with changing structure. Generally, animage that showsa
white looking surface on structure changes will ook as though it is shiny.

* Intensity layer. Thiswill change the overall intensity of the image.

Mosaicing DEMs

In ER Mapper, any time there are more than one of atype of raster layer, those layers are
automatically mosaiced. For example, if you have more than one Intensity layer, all the
intensity layers are automatically mosaiced together. Each of the Intensity layers can
display adifferent dataset, and each dataset can have a different resolution and data format.
The act of having more than one raster layer of the same name automatically tells ER
Mapper that you want to mosaic the datasets in question—nothing else is required.

Some issues that make mosaicing easy to do:

* You can use the Image Display and Mosaic Wizard on the Common Functions Toolbar to
automatically create amosaic of all files of the same type in a particular directory. The
wizard does al the basic setup work for you and the resulting mosaic can then be fine tuned
by hand if necessary.

« After mosaicing and balancing the DEMs, it can be convenient to treat all the input DEMs
asasingle“dataset”. Unlike older image processing systems, which require you to generate
an output dataset which is amerge of al the input datasets, you can simply save your
mosai ced algorithm, and then use the algorithm as input to other algorithms, thus making
the datasets appear to be asingle dataset. (Y ou can aso use the Save as Dataset option
onthe File menu to create atrue output dataset, for exampleto usein an external system as
asingle gridded file).

* You specify thepriority of the DEMsto be mosaiced by the order of thelayers. For example,
you may have several DEMs to mosai ¢ together of different resol utions—perhaps a coarse
DEM covering alarge area, and several detailed, higher resolution DEMs over parts of the
area. In this case, you would put the higher resolution DEMss at the top.

« DEMs quite often have leveling problems—they are not exactly the same level along the
edges, resulting in aquite noticeablelip along each edge. Y ou can removethislip in several
ways:

 turn on feathering in the algorithm (the feathering menu will automatically be enabled
when you have more than one raster layer of the same type in an algorithm). Thiswill
feather datasets, left to right, along the overlap line.
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» Define polygon regions that you wish to bound a DEM by. For example, you might
chooseto use ariver asthe border of aDEM. Use these regions in the layer formula, to
selectively mask out portions of a DEM, for example:

I F inregi on(REG ON1) THEN i nput1l ELSE NULL

In the above, you would use the formula window graphical user interface to map
REGIONL to the region you wish to use to bound the dataset.

* You can use histogram equalization to equalize the histograms for each of the DEM
datasets. However, this should be used with caution, as the resultant values for the
DEMs, while looking balanced between images, will no longer reflect the true DEM
values (thisis always a problem with histogram equalization).

» Apply linear leveling across the image, using statistics for edges, to level theimage. In
this case, you would apply alinear ramp (or polynomial ramp) to a dataset to match
edges exactly with another dataset.

In most cases, mosaicing will be all that is needed. Note that, when shading DEMs you will
not see mosaic lines anyway, as a shaded image ignores level differences between images.
Thus, for most common DEM mosaicing operations, feathering might not be needed at all.

If you have DEMs at very different resolutions you might find that coarse DEMs are so
coarsethey are at alower resolution than the display (or hardcopy). Selecting Smoothing
on the algorithm will automatically interpolate images, removing the blocky pixel look to
theimagery.

Edge enhancement and other filters

More correctly processing techniques, these arefilter operationsthat processthe DEM data
in such away asto highlight only certain features and structures. Filters can be added to
any raster layer by selecting the Filter button (in the Algorithm dialog box) and loading a
filter. You can append more than onefilter to alayer if you wish. Thefilters processdatain
double floating point precision so no DEM accuracy islost.

Some useful filters for DEM display include: -

Sun anglefilters. These filters are edge filters, and highlight structuresin a specific
direction. Unlike the real-time sun-shading mode, you must load (or create) a new filter if
you wish to change the angle of the filter. The size of the filter affects the size of the
structures being highlighted. Thus, a3 x 3 filter will highlight considerable detail, including
smaller structures, whereas a9 x 9 filter will only highlight major structures present in the
DEM.

Averaging filters. These blur the data, by taking an average of neighboring cells. These are
useful for smoothing noisy DEMs prior to sun-shading them. Averagefilters are al so handy
for showing high frequency information in the DEM, in other words areas that have
considerable variation. By subtracting an averaging filter from the original DEM, the
resultant imageis a high frequency image showing areas that are rough. To subtract afilter
from the original data, create alayer with the following formula:
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I NPUT1 - | NPUT2
On the INPUT2 input stream to the formula, add the averagefilter.

* Rankingfilters. So called because they “rank” datain various ways, ranking filters are
useful for cleaning up noisy DEMs—especially useful for DEMsthat have alot of noise due
to apoor autocorrelator taking some DEM values from tree crown height and some values
from the ground. The best filters here are majority filters which replace the DEM value for
acell if itissignificantly different from the neighboring cells.

Raster contour line generation

The best way to generate contours with ER Mapper is to use the Contouring Wizard on the
Common Functions toolbar.

Another approach is to generate a quick raster contour line from a DEM is outlined below.
(Note: the examples\Data_Types\Digital_Elevation\ Contours_from_Raster algorithm is
already set up—just load it and change the dataset to your DEM).

To generate a simple raster contour line

1 Add a Classification layer to your algorithm, and load the DEM into this new layer.
Select a color for the layer. This will be the color of your contour lines.

2 For the formula for the Classification layer, define the following formula. For the
“base” variable put in the starting level for the contour lines (for example, 1200
meter height) and for “interval” put in the interval between contour lines (for
example, 100 meters).

(CEIL(((inputl - base)/interval))*interval)
3 After the formula, add a laplacian filter. This filter will set all values between
contours to zero.

4 Change the final transform to a notch transform. The transform should stay at zero
until the value 0.5 on input, then go straight up to maximum output (e.g. 255) then
stay there until the final value of output.

When run, the above layer will “classify” the DEM into contour lines. It issimple to
enhance the above formulato only show contours within a certain range of DEM heights,
using IF ... THEN ... ELSE ... processing.

Because these contour lines are raster based it is best to use adynamic link to a contouring
system for more advanced contouring.

48 ER Mapper Applications



Chapter 2 Digital Elevation Models e Displaying DEMs

Realtime 3-D Perspective views

The 3-D perspective viewing capability in ER Mapper can be used to examine DEMs asa
3-D perspective. The 3-D viewer takes a standard algorithm and uses Height layers to
produce a perspective view of the a gorithm. When working with perspective views,
remember that:

When you save algorithms, ER Mapper will store your view position, background color,
and so on, to allow you to easily generate the same perspective view again.

If you don’t have any Height layersin your algorithm the 3-D viewer will search for and use
Intensity layers instead. Thus, you can directly load a normal Colordrape (Pseudocolor/
Intensity) algorithm into the 3-D viewer without changing Intensity to Height and it will
work.

Any agorithm (that has one or more Height and/or Intensity layers) can be used to generate
3-D perspectives. Thus, you can drape a satellite image and GI S vectors over aDEM and
view the result as a perspective.

ER Mapper hastwo different 3-D viewers. One, which runson al platforms, is a software
based viewer. The other, whichisnot yet available on all platforms, isfaster and also allows
stereo glasses to be used.

Y ou can drape vectors over perspective views, however, you need to processthe view at a
higher resolution in order to make effective use of vector overlays.

Y ou can run the viewers in fallback modes, which process the image at alower resolution
while moving the image, then redraw at a higher resolution once you stop moving the
perspective.

On workstations capabl e of real time texture mapping the ER Mapper 3-D viewer can
generate the texture for the displayed image at a different (higher) resolution to the
triangulated mesh used for height. Y ou may need to try different resolution texture maps
and different resol ution triangle meshesto obtain the optimum resol ution and speed for your
workstation.

Realtime 3-D Flythrough views

The flythrough views are available from the Realtime 3-D viewer in ER Mapper. The notes
in the 3-D Perspective section above are al so applicable to Flythrough views. In flythrough
mode you can bring up a bird’s eye view which allows you to see the look direction for
your current flythrough position.
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Stereo Realtime 3-D Perspective or Flythrough views

On some platforms, you can view both perspective and flythrough viewsin true stereo. To
do thisyou will need stereo glasses for your computer. Some computers, such as Silicon
Graphics workstations, come “stereo ready” . You just need to add a stereo transmitter and
stereo glasses. Other computers require specialized display boards and/or displaysto
accept the higher refresh rates used by stereo glasses.

The notesin the 3-D perspective section above are a so applicable to stereo mode.

Hardcopy Left/Right Stereo pair images

Any algorithm that can be displayed as a perspective (or flythrough) can aso be output asa
hardcopy stereo pair. In this case, you select Stereo... optionsin the Print window (from
the File menu).

Some points to consider when generating stereo pairs:
* You can vary the stereo angle (which varies the apparent height) of the stereo pair.

* When generating stereo pairs, if you wish to annotate over the images, generate one of the
images as an orthoimage. Thisimagewill then have no height distortions (all distortionsare
in the other image of the pair) allowing you to annotate on the image in the field and then
digitize directly from the image.-

» Vectors, and any other form of dynamic link such aslinksto GIS systems and to DBMS
systems, can be included over stereo pairs. Because stereo pairs are produced at hardcopy
device resolution, the vectors will be of high quality.

* When generating stereo pairs, each image printed islimited to amaximum of the size of one
page of output. However, asyou can output to graphicsformats, you can if desired generate
very large stereo pair images by generating to a graphics output format such as TIFF.

Other display techniques combinations are also possible. For example, you can generate a
Red, Green, Blue image, each layer consisting of the DEM data shaded from a different
direction. While somewhat confusing for interpreting complex areas, such an image allows
easy examination of the major strike directions for the entire areain a single image.

Integrating DEM and other data

It is quite often desirable to combine DEMs with other sources of data: for processing
(discussed in more detail in the following section); or for integrated display of DEMs and
other data.

There are several waysto integrate the display of DEM data and other sources of data.
These include:
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Colordrape et al

All of the display view modes discussed above can be used for integration. For example,
the NDVI (avegetation index that measures biomass) from Landsat TM could be color
coded, with red being high vegetation content, through the spectrum to blue being low
vegetation content. This could be draped over the DEM in an Intensity layer (or viewed in
3-D), to see the correlation between vegetation and DEM height.

RGB-Height display views

The RGB-Height combination is often used when you have a color image, for example a
satellite image, which is to be shown over aDEM image. The term RGB-Height isnot a
specia display mode: it simply indicates an algorithm that has Red, Green and Blue layers
(containing the satellite image), and a Height layer containing the DEM. If you use an
Intensity layer instead of aHeight layer, and turn on sun-shading for the layer, you get a
form of colordrape image: that is, RGB, converted to HSI color space, with intensity
replaced by the Height from the DEM, and then converted back to RGB col orspace.

Classification-Height display views

In this combination, imagery that has been classified into land use can be displayed as
Classification Display layers, over aDEM in an Intensity or Height layer.

Raster and Vector data integration

Algorithms that process and display DEMs can also show other data. This other data can
be datain vector formats (for example GPS coordinate information from a GPS unit,
shown as a DXF format file overlay), or datafrom a GIS (for example displaying aroad
network from an ARC/INFO coverage over the DEM), or from dynamic links to external
products, such as a custom link to an Oracle database showing microcell locations for a
cellular network.

All of the normal vector dynamic link capabilities and vector editing can be carried out
over processed DEM data.

Theselinks are also visible in 3-D views (perspectives, flythroughs, and hardcopy stereo
pairs) that can be generated by ER Mapper.

Processing DEMs

In addition to the display modes described in the previous section, DEMs can be
processing using what-if processing. This adds considerable value to the use of DEMSs,
especialy when the DEM data is combined with other types of data.
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In general, there are anumber of types of processing that you might want to do with DEM
data, reflected by the nature of DEM data. This processing includes:

Generating slopefrom aDEM. Slope isameasure of how steep any given area of aDEM
is. Two dlopefiltersare provided: slope, which returns anumber from 0 to 200 as a percent
of dope, where 0% is no slope, 200% is maximum slope, and 100% is a 45 degree slope;
and slope_degrees which is slope measured as degrees, from 0 degrees (no slope) to 90
degrees.

The slope filters have been implemented as standard filtersin ER Mapper. You can create
your own variations of the slopefilter in the same way—these filters are not hard coded
into ER Mapper.

Aswith al ER Mapper processing of this nature, afeature is that the slope filter can be
directly applied to the DEM, and the results used. It is not necessary to create an
intermediate “ slope” dataset on disk.

Because filters are processed in double floating point precision, the results are accurate to
the accuracy of the original data.

Generating aspect from a DEM. Aspect isameasure of the direction aslopeisfacing,
with 0 being North, 90 being East, 180 being South, and so on. Aspect isimplemented asa
standard filter, which you may inspect and use as a basis for creating your own specialized
slopefilters.

Selecting arange of heightsfrom a DEM. For example, there might be arange of heights
that are allowable for building aroad or pipeline (in conjunction with an allowabl e range of
slopes within that height range).

Selecting DEM values within certain regions.

Abstracting data. Using Virtual Datasets or Algorithmsto give abstracted views of the
original data.

What-if processing on the above can be carried out to perform general queries, such asall
areas with alimited range of slope, within a certain height range.

Combining DEM data with other sorts of data, for what-if processing. For example,
highlighting all polluted areas (from an assay database) at lower height levels, or
highlighting all areas with a certain slope that are very wet—indicating possible mud slide
danger areas.

Combining DEM data with other sorts of datafor classification work. It has been
shown that classification techniques can be dramatically improved if DEMsare used asone
of the layersof the input data being classified. For example, certain typesof treesonly grow
above certain heights. In this case, theraw DEM height datawould be used. The slope from
aDEM can aso be used asinput to classification techniques, to improve classification in
regions where slope makes a difference to the type of vegetation cover.
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The following sub-sections discuss each of these types of processing in more detail. In
many cases, combinations of the above are used, along with combinations of display
methods and integration with other types of data.

Slope from a DEM

Slope from a DEM is computed by comparing the value for aDEM cell with the value of
its neighbouring cells. The result is normalized, so that slope is measured regardless of the
direction of the slope.

The standard slope filters supplied with ER Mapper work from a3 x 3 region. This can be
expanded by modifying the slope filters, or smoothing or other averaging filters can be
inserted into the layer prior to the slope filter to smooth the DEM prior to computing slope.
(Large dope variations over small areas can be aproblem with DEMs generated by some
stereo pair autocorrelation DEM software products.)

The slopefilter is added to alayer simply by adding the filter_DEM/slope or filter DEM/
slope_degreesfilter to the layer. The slope filter returns a slope number from 0 to 200; the
slope_degrees filter returns a number from 0 to 90.

Aspect from a DEM

Aspect from aDEM is computed in much the same way as slope, except that the value
returned by the filter is the direction of slope, measured in degrees from 0 to 360.

The aspect filter is added to alayer by adding the filter_ DEM/aspect filter to the layer. The
filter returns a number from O to 360.

Selecting a range of heights from a DEM

Selecting ranges of heights from a DEM is achieved by the use of IF ... THEN ... ELSE ...
logic within alayer formula. For example, to only show DEM heights between 1200 and
1500 meters, the following formulawould be used (INPUT 1 would be mapped to the DEM
height band):

I F input1>=1200 AND i nputl <=1500 THEN i nput1 ELSE NULL

The use of upper and lower case in the above formulais optional; it is only used to clarify
the formula.

If the above formulawere added to a Pseudocolor layer for a colordrape a gorithm (an
algorithm with both a Pseudocolor layer and an Intensity layer) the image would be
greyscaein areas outside the height range of 1200 to 1500, and colored in areas within that
range. Thisis an effective way to draw attention to areas that meet the height range criteria.
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Showing DEM values within Regions

TheformulaINREGION function can be used to selectively work with a DEM, within one
or more polygonsin the DEM.

In this case, the formulawould contain the INREGION function, for example asin the
following generic formula:

IF inregion(regionl) and not inregion(r2) THEN i1 ELSE NULL

Theterm “r2” has the same meaning as “region2” (it is an abbreviation), and theterm “i1”
has the same meaning as “input1”.

Once again, in the above example, inputl would be mapped to the height band from the
DEM. Using the Formula dialog box, you would map “regionl” to the region you wish to
include in the output image, and you would map “r2” (that is, “region2”) to the region you
do not wish included. Thus, the specific formula once mapped might look like:

IF inregion(‘buffer zone’) and not inregion(‘towns’) THEN
B1l: DEM HElI GHT ELSE NULL

The above example would only show the DEM where it falls within a buffer zone, but not
if it iswithin towns (alogical region such as ‘towns may consist of more than one

polygon).

Abstracted views into DEMs

Given the above types of processing, we might find it convenient to have a“ dataset” that
contains all of the above, and possibly other, processed views of the original data. Unlike
older image processing systems, ER Mapper has a concept known as “Virtual Datasets’.
Thesevirtual datasets look likereal data, but are actually recomputed, on demand, from the
original data, asrequired. This processing is carried out by an algorithm attached to the
Virtua Dataset.

This concept has anumber of advantages:

» Lessdisk space. Asthe processing we are doing often produces floating point precision
results, we need to store the results at high precision. Virtual datasets allow us to work in
high precision without wasting large amounts of disk storage.

* High precision. The processing always works from the original data, at the original
resolution. Y ou do not need to store reduced precision temporary output datasets.

» High performance. Because less data is being processed (only the original datais read),
processing of virtual datasetsisvery fast. Thisis also because of the dynamic algorithm
compiler built into ER Mapper, which optimizes algorithms when they are run. Also, only
bands of thevirtual dataset that arerequired for processing are generated. Thus, if only slope
and aspect from a DEM view dataset are required, only these are computed.

e Unlimited processing. Algorithms and virtual datasets are not limited by disk or memory (a
virtual dataset does not have to fit into memory—it is pipelined through processing).
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» Simpler dataviews. Instead of complex processing of input data, we can construct avirtual
dataset that gives “views’ into the original data. For example, we might wish to look at a
DEM as height, as slope, as aspect, within acertain height range, or within aset of polygon
regions. Each of these views can be defined as a band in a virtual dataset.

Creating avirtual dataset requires nothing more than defining an agorithm with one layer
for each band we wish to havein the virtual dataset (actually, you can do more than this,
for example mosaicing several layers together into asingle virtual dataset layer).

To create a virtual dataset
To create avirtual dataset, you would carry out the following steps:
1 Define an algorithm with one layer per view into the original dataset.

For example, we might wish to have avirtual dataset that provides us, from asingle DEM,
with the following information as bands; we would create alayer for each of these, and
apply the appropriate formulae and/or filters (see above) to the layers:

DEM HEI GHT (the original DEM hei ght)
SLOPE (sl ope, as a percentage)
SLOPE_DECREES (sl ope, as degrees)
ASPECT (sl ope aspect)

GOOD_HEI GHTS  (hei ghts between 1200 and 1400 neters)
GOOD REGONS (in ‘buffer zone’ and not in ‘towns’)
TM_NDVI (The Vegetation Index from Landsat TM

2 For each of the above layers make sure the layer has a name. This name will
appear in the virtual dataset as the band name. Note that the final layer is not from
the DEM—it is being generated from a different dataset, this time from a Landsat
TM image. A virtual dataset can have bands from different datasets (this is how
you get bands from different datasets into a single formula).

3 Make sure that the final transform for each layer is deleted (unless we actually
want to scale the data to 0..255, which is not what we want in this case).

4 Save the algorithm, perhaps calling it “DEM_view.alg".

Thisisso we can call up theagorithm at alater time, perhaps to add more bandsto it, or to
see what processing is being done within the algorithm.

5 Save the algorithm as a virtual dataset, calling it “DEM_view.ers”.
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Asyou can actually use algorithms as input to layers, we could directly use the

“DEM _view.ag” asour input dataset. However, in this case we are also saving the
agorithm asavirtual dataset because virtual datasets can have statistics computed for them
and can have regions added to the virtual dataset—just like areal dataset.

If you have a common view you often use for different DEMs, you can save the algorithm
as atemplate view algorithm. To create aview for a new dataset, you would |oad the
template view algorithm, change the dataset, and save the algorithm as aview for the
dataset in question.

What-if processing

This section on what-if makes use of the example DEM virtual dataset view created above.
Although not necessary, it makes the following examples easier to follow (by abstracting
the DEM height datainto specific, processed views).

However, inall casesit isimportant to note that when these examples refer to slope, aspect
and so on—the original datais being used. No intermediate disk files need to be generated.

The key to what-if processing isto be able to:

» Expressthe problem in terms of what-if processing of your data; and
*  Work with agorithm formula, kernels and transforms to achieve the results.

It ismost important to appreciate that ER Mapper is not a*“black box” of processing
techniques. Rather, it is like a spreadsheet, allowing you to generate your own interactive
processing. The following give examples of some types of processing to demonstrate how
to put together what-if processing for some real world applications. When convenient, the
virtual dataset created using the previous section is used as an example.

Highlighting areas of fire risk

Application: in many cases, firerisk isdefined by the direction of prevailing hot winds, by
the slopes that trend up from that direction, and from the vegetation biomass on those
slopes. Slopes facing away from the prevailing wind, that have high vegetation biomass,
are at high risk. Also, steeper slopes are at higher risk, asthe flame front can travel quickly
up the slope.

In this case, we have three factors to take into account: slope (from the DEM), aspect (from
the DEM), and vegetation mass (from Landsat TM).

Given theview into the DEM and Landsat TM shown in the previous section, this problem
reduces to asimpleformulain alayer.

In this formula, we would like to express fire risk as a number from 0 to 1; with 1 being
higher firerisk.
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Looking at each of the three factors, the formulawould be made up of the following
components:

Slope

A dlope of 90 degrees is maximum danger, and a slope of zero is lowest danger. To reduce
thisto a portion of the formula, we would do:

( SLOPE_DEGREES/ 90)

which will result in 1 being high fire risk. We could weight this, against the other factors,
by multiplying it by aweighting factor if we choose.

Aspect

Slopes facing south have the highest fire risk, slopes facing North have the lowest. We
express this as a number from 1 (high) to 0 (low) firerisk as follows:

(1- (ABS(180- ASPECT)/ 180))
Vegetation

In this case, the vegetation ratio returns a number from -1 to 1, with 1 being high
vegetation biomass, -1 being lowest. We reduce this to a number from 1 (high risk) to 0
(low risk):

((TM.NDVI + 1)/2)
The complete formula

Putting all this together, we get a generic formula, adding these three factors together and
dividing by three:

((11/90) + (1-(ABS(180-12)/180)) +((13+1)/2)) / 3

Which, asthe specific formula after mapping |1 to SLOPE_DEGREES, 12 to ASPECT and
I3to TM_VEGETATION, looks like:

(( SLOPE_DEGREES/ 90) + (1- (ABS(180- ASPECT)/180)) +
((TM.NDVI +1)/2)) / 3

Thiswill result afirerisk layer being output, with 1 as high firerisk, and 0 as low fire risk.

We would use thefinal transform in the layer to scale this number, to color code the fire
risk map, using a Pseudocolor layer.

Also, we could drape the above firerisk layer over the original DEM, asaHeight layer, and
view the processed result in 3-D.

Showing areasat risk within regions

We could add aregion selection to the above formula, to only show firerisk areas if they
are within regions. We could add the following to the formula to achieve this:
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General:

| F INPUT4 THEN <fire risk formula> ELSE O
Specific formula:

| F GOOD_REG ONS THEN <fire risk forrmula> ELSE O

The“GOOD_REGIONS’ input is, viathe virtual dataset, doing “INREGION()” functions
to decide if locations are within acceptable regions of interest. Note we are using ELSE 0

here, not ELSE NULL, so that if we decide to add filters after the formula processing, the
regions do not “shrink” because of null cell value processing.

Classification of firerisk

If we choose to, we could change the layer to a Classification layer, and apply athreshold
to the final transform (perhaps only selecting regions with a greater than 80% fire risk).

Generating Vector polygons of high firerisk

The abovefirerisk Classification layer, which is computed from the original data, could be
converted into vector polygons for input into a GIS system.

Before doing so, we might choose to run a median filter to remove small regions over the
image (this filter would be inserted into the layer after the above formula). A median
ranking filter will reject small regions of firerisk, ensuring that we only end up with large
fire risk polygons for the GIS.

Theraster to vector module in ER Mapper can do this conversion directly from the above
agorithm (save the algorithm to disk first, then use it asinput to the Raster to Vector
converter).

It isimportant to appreciate that no intermediate image disk files were created in thisentire
process. The only thing that needs to be stored on disk is the virtual dataset and the
algorithms—these files express how to generate the results from the original data, and are
quite small files.

Deciding placement of a pipeline

In this example, we are interested in highlighting any area of the DEM that meets the
following criteria

» Slopeislessthan 15%
* DEM heights are within the range 1200 meters to 1500 meters
In this example, the generic formulawould be:

| F i nput 1<15 AND i nput 2>=1200 AND i nput 2<=1500 THEN 1 ELSE
NULL
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And the specific formulawould be mapped to the following inputs:

| F SLOPE<15 AND DEM HEI GHT>=1200 AND DEM HEI GHAT<=1500 THEN 1
ELSE NULL

Inthiscase, | choseto usethe origina DEM_HEIGHT band, rather than the
GOOD_HEIGHTS band, just to show the processing. Using the example DEM_view
virtual dataset, asimpler formulawould be:

| F SLOPE<15 AND GOOD HEI GHTS THEN 1 ELSE NULL
which would generate the same results as the previous example.

Thelayer outputs 1 (valid) or NULL (no data, therefore, invalid). We would use a
Classification layer to display the results of this processing. If we drape thislayer over a
Height layer containing the DEM_HEIGHT, we could view the resultsin 3-D perspective
(or generate a stereo pair output) to help us decide where the best placement for the
pipeline would be.

Classification using DEM data

DEM datais effective when used, in conjunction with other data, for classification. To do
this create an algorithm that contains:

» thebandsfrom theimagery you wish to classify (for example, bands 1-5, and band 7, from
Landsat TM); and

« the DEM height, and possibly the DEM S|ope and/or Aspect.

Make sure the algorithm has no final transforms, then save it as an algorithm (for possible
use again later), and as avirtual dataset. You need to save it as avirtual dataset, since
statistics must be calculated for classification.

Usethe created virtual dataset, which now contains“bands’ from both the imagery and the
DEM, to do your supervised or unsupervised classification as you would normally.

Note: You can also usethe virtual dataset asinput to the Scattergram Display function of ER
Mapper, to aid you in defining training regions, or for checking accuracy of the resultant
classified file.

Correcting SAR data with DEMs

DEMs can be used to correct Radar layover effects, by back calculating the actual
reflectance points for the radar signal. Refer to the ER Radar manual for further details on
processing of Radar data in association with DEM data.
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Map Production

This chapter describes the production of high quality real-world maps containing both
image and vector data.

Producing quality combined image/vector
maps

In addition to image processing functions such as creating aerial photograph mosaics,
ER Mapper contains very advanced map production abilities.
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ER Mapper is unique in that it is designed to handle image based data as well as vector
data when producing maps.

Integrating GIS and CAD data with aerial photos using ER Mapper

Using ER Mapper for map production offers arange of benefits:

» Easy creation of rea-world maps, containing aerial photographs as backdrops, GIS and
CAD data, and map objects such as scale bars, and so on.

» Integration of all typesof data. ER Mapper dynamic links enable easy combination of data
from not just one, but multiple sources. For example, you can integrate data from ARC/
INFO, AutoCAD, Mapinfo, Oracle, tabular data, and proprietary systems, into asingle

map.
e Easy and intuitive to use map production. Rather than complex commands, ER Mapper’'s
map production is built using an intuitive drag and drop design.

» Smart map objects. When a map object, such as a scale bar, is placed onto amap, it
automatically uses the scale information appropriate to the current map, and updates
automatically if you change it. For example, if you resize a scale bar map object, it
automatically recreates itself to take into account the new size.

e User extendiblemap objects. Y ou can add your own smart map objectsto ER Mapper. Also,
company logos and other symbols may be easily added.
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* Nolimitsto file sizes, for image or vector data. This aso appliesto printing the map.
ER Mapper can print a map of any complexity to any of the printer or graphics formats
supported.

* Builtin RIP (Raster Image Processing) engine. Whereas other products require you to
purchase an addition press printing RIP engine, ER Mapper containsacomplete RIP engine
built in. This engine handles the merging of image and vector data at print time, ready for
output to the hardcopy device. Because the RIP engineis built into ER Mapper, you get
consistent output regardless of output device (no changes because of different fonts, etc),
and you are not limited to printer memory - as the RIP work isall done in ER Mapper, the
printer simply hasto print, not process, the output.

« Print at any scale. Maps can be printed at any scale, even ascale larger than the printer can
handle (ER Mapper will cut the map up into stripsthat can fit onto the printer, in this case).
Also, ER Mapper can rotate amap so it better fits onto your printer page.

The ER Mapper map production system iswell suited for use as a production system for
GIS and CAD users who wish to integrate aerial photography with vector data, and
produce high quality maps.

Sub-sectioning data for GIS/CAD systems
with limited imagery capabilities

GISand CAD systems are designed to handle vector based data, not image based data.
There are often limits to the size of files or the format of datathat a GIS or CAD system
can handle. For example, some products can only use greyscale imagery, and very few
systems can handle the large (10,000 x 10,000 pixels or larger) image files that cover an
entire project area at high resolution.

ER Mapper makes it easy to side-step these limits, in severa ways:

»  Sub-sectioning the mosaic into files small enough to be handled by the GIS or CAD system.

* Produce lower resolution overview image files that are small enough to be handled by the
GIS or CAD system.

» Direct use of ER Mapper image handlers within some GIS or CAD systems.

» Use ER Mapper’s extensive vector capabilities to bring data from the GIS or CAD system
into ER Mapper, and integrate it with image data within ER Mapper.

Sub-sectioning data into smaller files

ER Mapper can easily re-process an image file into any size file needed for aGIS or CAD
system. Zoom to the sub-section area of interest using the Zoom pointer, or using the
Geoposition window to set exact extents. Then use the “ Save As’ icon on the ER Mapper

toolbar, to output an image at the desired resolution. | H |
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Note: You can automate this procedure, and many others, by using the powerful ER Mapper
scripting language. For example, you might want to divide asingle large mosaic into a set
of sub-section files, each covering a specific area, in a cookie cutting fashion. Use the
scripting language to define a procedure to step through a mosaic, creating sub-section
files, writing these out to your GIS or CAD imagefileformat. This entire procedure can be
linked to an ER Mapper menu or toolbar icon, making the whole procedure a one-click
operation.

Producing lower resolution overview image files

Use the same procedure detailed for producing sub-sectioned images, except in the “ Save
As...” menu, specify the size of the image your GIS or CAD system can handle in number
of cells across and down. While saving the new image dataset, ER Mapper automatically
sub-samples the image down to the resolution you specify.

For example, suppose your aerial photograph mosaic covers 20km x 30km at 1 meter
resolution. Thiswould be a 20,000 x 30,000 cell file. Unlike ER Mapper, few GIS or CAD
systems can handle this size of file. If you output the file at 2,000 x 3,000 cells, the filewill
be much smaller—Dbut the size of each cell will be 10 metersinstead of 1 meter. If you wish
to view the higher resolution data within aGIS or CAD product with limited image
handling capabilities, sub-section the mosaic into multiple smaller files, as described in the
previous section.

Directly use the ER Mapper image handlers within your GIS or
CAD system

Some GIS and CAD systems can directly use the ER Mapper image handlers within the
GIS or CAD environment. For example, the free add-ons for ArcView, AutoCAD Map,
Autodesk World, and Maplnfo enable usersto directly use ER Mapper images and
agorithms, without having to import the data. This resolves theimagefile size limitsin
these systems.

Contact Earth Resource Mapping for details about how to best integrate your GIS or CAD
system with large image files.

Overlay your GIS or CAD data in ER Mapper, over aerial photo
mosaics

One of ER Mapper’s strengthsis the ability to share vector based data with popular GIS
and CAD systems. In many cases (for example ARC/INFO coverage format), ER Mapper
can directly access the datain the native GIS format. If you don’t need to edit the data
ER Mapper can directly overlay the datain the exchange format such as DXF without
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having to import it, making integration asimple one-step process. If you do want to edit the
datain ER Mapper, you must import it into ER Mapper format (except for ARC/INFO
format, which ER Mapper can directly edit in the native format).

There are several benefits to doing the integrated mapping within ER Mapper, using your
GIS or CAD data:

* ER Mapper has no image file limits, and can handle very large vector based files.
e There are no limits to the number of vector or image layers of datain an ER Mapper map.

* ER Mapper supports integration of multiple types of data, from multiple sources. For
example, you may have datain AutoCAD CAD format, ARC/INFO GIS formats, and
Oracletables (aswell asthe aerial photo mosaic created using ER Mapper). ER Mapper can
integrate datafrom all these and other sourcesinto asingle map. Thisway, you can keep the
datain its native format best suited to that type of datawhile using ER Mapper asthe
integration tool.

Note: New Dynamic Links can be added to access data stored in proprietary systemsin your
company.

* ER Mapper has very powerful map production capabilities, ideal for giving your GIS or
CAD dataareal-world feel, by combining aeria photograph imagery with your GIS or
CAD based vector data.

* ER Mapper has acomplete printing RIP engine built in, that generates very high quality
image/vector based maps, with no limit to file size. Unlike most products which rely on the
printer to do the RIP work for amap, ER Mapper hasits own RIP engine, so you can
produce maps of any complexity without problems, to all supported printer or graphics
formats.

» Thekey totheseabilitiesis ER Mapper’ sextensive range of datatrang ators, and the unique
ER Mapper Dynamic Links concept, which enables ER Mapper to reach out to external
systems and directly share data with them.

Directly sharing image files between
different systems

Thereis alarge assortment range of different image dataformats. ER Mapper supports
most of these either directly through raster translators or indirectly through import
programs which can convert other formats into ER Mapper’s native format.

This presents a question to users who wish to share the same file between different
systems. Idedlly, one copy of the imagery should be maintained, as this reduces
maintenance and disk space requirements.

ER Mapper Applications 65



Chapter3 Map Production e

There is acommon sub-set of image formats, known asthe BIL (Binary Interleaved by
Line) image file format. Many systems, including ER Mapper, use this as the basis of the
storage of image data. Systems still need to know details such as the geocoding of the
imagery, number of cellsand lines, etc. These are generally stored in a separate header file.
You can use ER Mapper to create BIL imagery filesto be shared by different systems.

For example, ARC/INFO and ER Mapper both support BIL image files. Each system has
its own header file; a“.hdr” file for ARC/INFO, and an “.ers” header file for ER Mapper.
Thus, to share the same imagery, there would be three disk files:

<filename> The actual imagery, in BIL format. Thisisalargefile,
containing the imagery.

<filename>.ers The ER Mapper header file. Thisis asmall header file.

<filename>.hdr The ARC/INFO (and ArcView) header file. Thisisasmall
header file.

Whenever ER Mapper exports or imports afile that isin aformat that is compatible with
ER Mapper, it simply adds the .ersfile (or the appropriate header file for an export), and
does not re-create the image file.

Many systems support BIL based imagery. Check your GIS or CAD system to seeif it
directly supportsthis style of image file, in which case you can directly share the datawith
ER Mapper without having to import or export the imagery.

Note: Although ER Mapper handles datain any byte order (data larger than 1-byte format, such
as floating point data, must have a byte order defined), many other systems can not. You
may have to swap the byte order to conform to a more limited product’s capabilities. The
Customizing ER Mapper manual gives information on how to share information between
different systems.

Some systems embed the header information directly in the BIL file, at the start of thefile.
For example, the ERDAS 7.5 format does this. ER Mapper can also handle this form of
BIL file, and can be instructed to skip the header bytes at the front of the file.

66 ER Mapper Applications



Change
Detection

Author

Amy Hall, Main Roads Western Australia, Don Aitken Centre Waterloo Cresent, East
Perth, 6004, Western Australia.

Infroduction

The issue of data currency is particularly pertinent to organisations that deal in large
volumes of land related data. Change detection processing using satellite imagery is an
ideal way to determine changesin land cover in order to enable organisations to maintain
theintegrity of the datathat they manage. The periodic availability of remotely sensed data
makes it well suited to change detection applications. Multidate imagery can be processed
to highlight changesin pixel spectral response between image dates. Such information can
be used in the decision making process, or used to monitor changes over time as an aid to
updating information databases.

One particular application of change detection techniquesis to highlight where new road
development has occurred between two dates. Such information is used by Main Roads
Western Australia (MRWA) to update their digital centreline network files, to ensure the
integrity and currency of the network. Thisisimportant as the digital centreline network
forms the frame of reference for road and road related data, and hence needs to explicitly
represent the current state of the road network.
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The advantage of using image processing and change detection methods is that thereis no
need for reliance on ‘third parties’ for information, and the branch can independently
update the digital network.

This chapter documents the change detection process as applied to detecting new road
development from the initial stage of ordering the satellite data through to the production
of a changeimage.

Data sources

Theraster and vector data used in this project and their sources are described below.

Raster Data

SPOT Panchromatic data was used for this project. The SPOT satellite in panchromatic
mode detectsinformation in asingle band (0.51-0.59 um) and has aspatial resolution of 10
x 10 m. A typical full SPOT scene covers a ground area of approximately 60 x 88 km, and
costs A$1800. Partial scenes are also available at acost of A$600 for each 10km by 10km
area. Repeat coverage for SPOT datais obtained every 26 days (Richards 1986).

Supply of remotely sensed datain Australiais co-ordinated by the Australian Centre for
Remote Sensing (ACRES) in Canberra. All data supplied by ACRES has been
radiometrically corrected to account for varying detector responses that often cause
striping in a digital image. Satellite data from ACRES is classified into levels according to
the amount of pre-processing that has been performed on the data.

* Leve 4 datais path oriented. This means that the angle between east and the scan linesis
11 degrees. Data has been resampled to the Superficial conic map projection, and original
pixel size has been maintained.

* Leve 5datais path oriented, has been resampled to the Australian Map Grid (AMG), and
the origina pixel size has been maintained.

» Level 6 datais path oriented, generated from ground control points from 1:100 000 series
mapping, has been resampled to the AMG, and original pixel size has been maintained.

* Leve 8dataisamap sheet product based upon 1:100 000 or 1:50 000 map sheets and data
isrotated to align with the grid of the map sheets. Data has been resampled to derive a
smaller pixel size.

e Level 9dataisamap sheet product based upon 1 :100 000 or 1:50 000 map sheets, and has
been rotated to align with the grid of the map sheets. Datais generated from ground control
points from topographic maps. Data has been resampled to derive asmaller pixel size than
that of the raw data (source: ACRES).

For the best results from any multidate change detection process, all images should ideally
be captured at the same time of the year in order to eliminate any seasonal variations that
may cause differing spectral responses on the ground (for example, healthy versus
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unhealthy crops). Differences in atmospheric conditions (summer/winter) can effect pixel
responses. The aim isto reduce the likelihood of ‘false’ change responses being generated,
and to maximise the likelihood of al changes pixels representing ‘true’ changes.

ACRES supplies datain a variety of formats. Before importing the raster datait is
necessary to be aware of the format the dataiis stored on the tape, asthiswill determine the
import module that isused. Thisinformation is usually identifiable from the tapeitself. Itis
also necessary to be aware of how to extract the data from the tape. Thisinformation can
easily be obtained from ACRES.

Additional information that may be required is the number of bands, cells and linesin the
dataset, and the name of the sensor. It is not necessary to load the entire scene into the
system if the study area only comprises asmall area.

In terms of storage space, atypical raw SPOT Panchromatic scene requires between 50-53
megabytes equating to around 10 000 bytes per square kilometre of ground data, and can
be used as a guide where partial scene processing is desirable.

Vector Data

A vector dataset isided for warping the raster datasets into real world co-ordinate systems.
A road network dataset covering the same ground area as the satellite image can be used to
select ground control points. ER Mapper supports a large number of external vector
formats, which can be converted to ER Mapper datasets or can be accessed via dynamic
linking. A list of supported formats can be found in the ER Mapper reference manual.

Registering data to ground control points

Rectifying the satellite data to ground control involves the selection of anumber of ground
control points (GCPs). These are defined as points that are clearly identifiable on both the
satellite image and the control image (that is, vector road centreline network). A first,
second or third order best fit polynomial is then used to model the image to the ground
control co-ordinates. A rectified dataset will require more storage space than an unwarped
dataset. A single SPOT Panchromatic scene will require around 70-73 megabytes.

ER Mapper will let you know if you have insufficient space available to store arectified
dataset.

Selecting Control Points

Control points should be widely distributed across the image to provide the most stable

solution possible. Common practice is to choose the majority of control points around the
edges of the image with several uniformly spaced pointsin the central portion of the image
(Richards, 1986). Each order of rectification requires a minimum number of control points
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in order to define the rectification equation. A general ruleisto select no less than twice
the number of control points required in order to allow the calculation of aroot mean
square (RMS) error that quantifies the accuracy of control point selection.

For asingle SPOT scene, 30 ground control points should be sufficient to accurately rectify
the data. A SPOT scene typically contains 6000 x 8800 pixels. This equates to
approximately one control point per 16 square kilometres, and can be used as arough
guide to the number of GCPsto select.

Data Enhancement

Some form of contrast enhancement can be used on the raw satellite image to redistribute
the pixel values to make use of the full range of intensity values available. Thisincreases
the contrast of the image, and makes features stand out more clearly. Best results are
obtained by using the greyscalelook up table with SPOT Panchromatic images. Turning on
‘Smoothing’ in the Algorithm dialog box enhances the raster image by removing the
‘blocky’ effect of individual pixels. Significant saving in processing time can be achieved
by saving the above enhancements and features as algorithms particularly where more than
one imageisto be warped. Remember to add atitle to each algorithm that reflects the
origin of the data and the processing carried out.

Once three or more control points have been defined, the efficiency of the exercise can be
increased by setting up the workspace with one half screen window containing the * To’
dataset (vector) and two half screen windows containing the ‘ To' and ‘ From’ datasets
respectively. An approximate point is then selected in the large vector window and the
Compute FROM button used to calculate the corresponding pixel co-ordinatesin the
raster dataset. This point can then be zoomed to more closely to alow refinement of the
control point location.

RMS Error

The RMS error listed for each point signifies the number of pixelsin error for the current
order of rectification. It is advisable to keep the RMS error below one pixel. This signifies
an error of £10m for SPOT Panchromatic imagery.

Rectifying raster data to vector data

Once sufficient control points have been defined, the raster image can be rectified to the
vector data. There are no predefined rules as to the best type of resampling or the order of
polynomial to use with images to obtain the best results. Results from rectification are
dependent on anumber of factors, including local reflectance characteristics and the
location and number of control points sel ected.
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Resampling

Nearest neighbour resampling assigns the value of the closest input pixe to the output
pixel and preserves the spectral values of the original dataset. Spatial shift errors may be
introduced and can cause edges to occur in the direction of resampling, resulting in a
blocky image. Bilinear resampling uses the four surrounding input pixels to determine the
output pixel value and has the effect of smoothing the dataset, as spectral values are
modified rather than spatia relationships. The resultant image may contain blurred edges.

Cubic convolution uses the closest 16 input pixel values to determine the output pixel
value. Cubic convolution may increase the high frequency component of the data, causing
the introduction of noise and can distort the image considerably (Lodwick et al., 1992).

Polynomial Order

Linear order rectification is often used for a quick rectification where precise co-ordinate
accuracy isnot required, asit isless sensitive to control point variations and processing
timeisconsiderably less. A general ruleisthat it isbest to use the lowest order polynomial
possible to achieve the best results and to avoid introducing distortion in the output image.
The control point error table shows the magnitude of RM S errorsin each part of the image.
Unevenly distributed RMS errors indicate that there is differentia distortion in theimage,
and suggests that a polynomial order higher than linear isjustified. Before making this
assumption, it is necessary to re-check these erroneous points to ascertain that it is not
human error that has caused this effect.

Results

A SPOT image was subjected to all nine combinations of resampling and polynomial
order. In all cases where nearest neighbour resampling has been used, the image appears
blocky and linear features appear stepped compared to the original unrectified dataset.
Bilinear resampling tendsto produce a smoother image with roads and other linear features
occurring more as straight lines. Cubic convolution seemsto have introduced noise into the
datamaking it slightly blocky but linear features are preserved well. Of the three methods,
the integrity of the original dataset seems best preserved on the images resampled using
bilinear techniques.

To validate the results achieved from various polynomial orders, the raster dataset can be
overlaid with the vector control image and a visual comparison undertaken to determine
which image the vector datafits best.

Rectifying raster data to raster data

In order to create a meaningful differenceimage from change detection, pixel to pixel
registration between images is of utmost importance, as even half a pixel in error between
images will produce erroneous results. To reduce the likelihood of this occurring, the

ER Mapper Applications 71



Chapter4 Change Detection e Rectifying raster data to raster data

remaining raster images should be registered to the first rectified image asit isfar easier to
select corresponding pixels on two raster images than corresponding locations on vector
and raster datasets. Additionally, to ensure some consistency between rectifications, a
suggestion is to use the same control point locations that were used for the initial
rectification. This may reduce the likelihood of error as the polynomial function used to
rectify the data will be similar to the function used to rectify the original image. You can
load the GCPs from the first image into the second image in the GCP edit dialog box.

To determine the average error in each pixel, divide the total RM S error by the number of
control points. The average error should ideally never be above one pixel. For change
detection purposes, less than half a pixel average error is highly desirable.

Comparing Results

To compare the results of two raster rectifications, agood techniqueis to produce a
normalised difference image. Thisis accomplished by creating avirtual dataset that
contains both of the rectified images. A virtual dataset is smply atype of algorithm that
treats multiple datasets as a single dataset so that the information can be collectively
manipulated. To create a normalised difference image, the virtual dataset of both raster
images is subjected to an equation of the form:

(inputl- input2) / (inputl+ input?2)

The resultant image contains response val ues between -1 and 1. Values of 0 indicate where
pixel values have not changed between images and deviations from 0 indicate where pixel
values are different to a greater degree. A totally grey image would indicate that pixel
values are identical on both images and would suggest perfectly registered datasets.

It should be emphasised that a normalised difference image will highlight differencesin
absolute pixel values between datasets, as well as misregistered pixels. For this reason a
normalised difference image will obviously show change information where ground cover
has changed between images, and this should not be confused as indicating misregistered
datasets. A normalised differenceindex is simply a quick and easy way of gauging
registration between datasets. It should highlight obvious misregistration problems and
indicate if re-registration is necessary.

If a Gaussian Equalise histogram stretch is applied to each dataset before calculation of the
normalised difference index thiswill ‘normalise’ the pixel valuesin each dataset and allow
amore accurate comparison to be made. If misregistration is apparent, examine the
control point location table and check that sufficient control points have been selected in
accordance with the guidelines set out previously. Select additional control points if
necessary and rewarp the image. This time, when you create the normalised difference
image, manipul ate the image histogram to highlight those areas where the differenceis
between -0.01 and 0.01 (indicating very small or no change between pixels). If most of the
roads on thisimage are highlighted this indicates good registration between datasets.
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Eliminating seasonal and atmospheric
effects

For the most effective comparison, both images should ideally be captured at the sametime
of the year in order to eliminate any seasonal variations that may cause different spectral
responses. Spectral variations may also occur owing to atmospheric factors. If oneimage
was captured on a day when the atmosphere was full of smog or smoke, the pixel values
will be affected. There are many ways to reduce the effects of the earth's atmosphere on
satelliteimagery. The most applicable method will depend on whether the effect is constant
over the entire image or random. A comprehensive discussion of techniquesis not
presented here but can be found in any remote sensing textbook. The following two
methods are quick and simple ways of standardising datasets, and can be applied in a
variety of situations.

A Gaussian Equalise histogram transformation applied to each dataset may be of use.
Another technique used to reduce atmospheric effects on imagery and normalise scenes for
comparison is documented by Richards (1986) and Schowengerdt (1983). The technique
involves subtracting the pixel value of the darkest pixel over water from all pixel valuesin
the same image. Thisis perhaps the quickest and easiest technique and assumes that the
atmosphere has affected each pixel in the dataset equally. This cannot always be assumed,
and care should be taken.

Thistechnique is made easier by opening up two windows, one with each dataset, and
geolinking them so that, at all times, they show the same ground area. It is best to select an
area of theimage where pixel values are relatively uniform such as awaterbody. By using
the Cell Values Profile window, you can determine corresponding pixel responsesin each
dataset, and build up atable that will allow you to work out if one dataset exhibits brighter
or darker responses on average. You should sample at |east 20 pixels across the entire
image in order to establish an appropriate pattern. If, on average, the pixelsinimage A are
brighter or darker than image B by a constant amount, then you can standardise the images
by altering the formula of oneimage to read I nputl +(some constant value). You will need
to save this as a new dataset in order to carry out any further processing.

It should be noted that a Gaussian Equalise transform has no actual effect on the absolute
spectral values of the pixels, and simply changes the way we perceive the image.
Conversely, subtracting a constant value from all pixels does affect the spectral values and
is perhaps more desirable where further processing or thresholding isto be carried out to
avoid theintroduction of error based upon perception.
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Creating a change image

Once you have two or more datasets registered to your satisfaction, a change image can be
produced. There are many ways to produce a change image; each has its own benefits and
limitations. The optimum change detection method is defined as the method that combines
accuracy with ease of implementation and computational efficiency. The method you
choose will be determined by the purpose of the project you are undertaking.

The underlying principle behind change detection is that a change in land cover causes a
change in pixel response. Whether pixels become brighter or darker depends on the type of
change being detected. For example, clearing land of vegetation will typically cause an
increase in pixel brightness (from darker vegetation to lighter soil) whereas planting a crop
would typically cause adecrease in pixel brightness (bare soil to vegetation). Once you
have determined what to look for you are ready to begin! Numerous change detection
techniques will be discussed briefly, followed by a more in-depth discussion of the method
deemed to be the most efficient for detecting changes to the road network and how it is
applied using ER Mapper.

Red Green Difference Image

The production of ared/green difference image is awidely used technique, and is
particularly useful for interactive viewing of change areas. This technique involves
displaying simultaneously one dataset in green and one dataset in red. The resultant
combined image will contain mainly shades of yellow (indicating the same response
between dates), but areas which have changed will appear as green or red. Red areas tend
to have more contrast than green areas, therefore it is suggested that the most current image
usesthe red layer if increasesin pixel brightness are of importance and vice versa. A
viewing scale of 1:20 000 or larger isideal for panning across the image to delineate areas
of interest. Thistechnique is most effective where the magnitude of the areasto befound is
anticipated as being quite large, such as cleared fields or changes in crop growth.

Band Ratios

The technique of ratioing bands involves dividing the spectral response value of apixel in
oneimage with the spectral value of the corresponding pixel in another image. Thisisdone
in order to suppress similarities between bands. The nature of band ratioing isthat every
pixel that has the same spectral response between input bands will have avalue of 1 in the
output image; deviations from 1 indicating progressively different initial spectral values.
Areas of greatest change are found in the tails of the resultant histogram. Production of a
change image will involve threshol ding the image histogram to suppress those areas where
little or no change has occurred. The thresholding process will be discussed in greater
detail in afollowing section.
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Principal Components Analysis

Principal components analysis (PCA) is atechnique employed in image processing to
reduce the correlation between bands of data and enhance features that are unique to each
band. A characteristic of PCA isthat information common to all input bands (high
correlation between bands) is mapped to the first Principal Component (PC) whilst
subsequent PCs account for progressively less of the total scene variance. This principle
can be applied to multi temporal datasets. If two images covering the same ground area but
taken at different times of the year are subjected to PCA, then the first PC will contain all
of the information that has not changed between the two dates whilst the second PC will
contain al the change information. The areas of greatest change arefound in the tails of the
image histogram.

Image Differencing

Image differencing is perhaps the most simple of all change detection methods. It is based
upon the principle that by subtracting the pixel responsesin one image from the
corresponding pixel responses in another image, any negative value in the output image
represents an increase or decrease in pixel response depending on the order of subtraction.
For example, if the response from the latest image was subtracted from the response from
the older image then all negative values in the output image would indicate an increase in
pixel brightness.

All increases in scene brightness would cause negative pixel values in the output image but
thisis not to say that all negative values indicate significantly ‘ changed’ pixels. The
histogram of the resultant dataset needs to be manipulated to isolate areas of increase/
decrease that are significant.

To create a difference image

The following documents a procedure for creating a meaningful difference image that
isolates areas of interest.

1 The first step is to create a virtual dataset comprising both warped images (that
have been corrected for atmospheric effects if necessary).

Before any further processing is carried out, it is advisable to display both datasets side by
side, set Geolink to Window and simply scroll through the image to get afeel for the sorts
of things that you may be looking for. If you already know of an area where change has
taken place, take alook at how the pixel responses have been affected between dates. This
will help you determine what levels of brightness change you are interested in and will
later aid the thresholding process.

2 Depending upon the change detection application, you may wish to apply a filter to
each image before calculating a difference image.
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Median filters are ideal for reducing the variation between adjacent pixels, by smoothing
each dataset (Ingram et al., 1981) and are most effective where large areas of change areto
be detected. For small changes such as changes to the road network, leave the pixels ‘raw’
to avoid introducing any errors or to avoid ‘ smoothing’ the dataset too much and losing
smaller details. If you decide to apply afilter, make sure you save the filtered image as a
new dataset before producing the virtual dataset.

3 When producing the virtual dataset, edit the layer description of each dataset layer
to reflect the dataset contents.

For example, if theimageisrectified, giveit aprefix of ‘rectified’” followed by the date of
the image. Thisway, each band can be manipulated separately in the virtual dataset. If you
leave the overlay descriptions as ‘ pseudocolor’, the two images will be combined into one
band in the virtual dataset.

4 Create a change image by applying a formula to the virtual dataset of the form:
Inputl - Input2

Save thisformulainto an algorithm and call it * Create a change image’ or similar so that
you can use it again to compare other datasets.

5 Assign bands (datasets) to the formula inputs.

Which image you make Inputl depends upon whether you are looking for increases or
decreases in pixel brightness. For increases in brightness, make the newest image Inputl.

Redisplay the image after applying the formula using the greyscale look up table.

The next step is to manipulate the image histogram in order to extract those areas
of interest.

The selection of threshold boundariesis one of the most critical elementsin change
detection processing. You want to eliminate al pixels that have no chance of being change
pixels, at the same time being careful not to reject any pixels that may be of interest.

Making the newest image Inputl means that all increasesin pixel brightness will have a
positive response in the output image. It follows that if you are interested in increasesin
pixel brightness then you can immediately eliminate all negative pixelsin the output
image. Conversdly, if you are interested in decreasesin pixel brightness then reject all
positive pixel responses.

To modify the histogram, first set the output limits to ‘actual’ using the transform dialog
and refresh the display. Thresholding istypically an iterative, interactive process which
requires some prior knowledge of the types of changes in order to obtain a meaningful
result. Thresholding can be significantly aided by selecting a feature with the highest
probability of no change between dates, and manipulating the histogram accordingly.
Waterbodies are ideal for this process.

Open up three windows, two containing the original images and one containing the
‘change’ image. Set Geolink to Window on all three images to ensure that they are
displaying the same ground area. If you can locate a waterbody, use this as a ‘ benchmark’
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for thresholding by manipulating the histogram to eliminate any change pixelsthat are
occurring in water. You should make sure that the reflectance of the waterbody in the
original imageis not affected by sun glare. Alternatively, if you know of some areas where
change has occurred, pan to these areas and manipulate the histogram to maintain the
relevant pixels and reject the others. Large scale aerial photographs are ideal for locating
target change areas. Be careful not to reject too much. If this processis undertaken for a
few small test areas, threshold values can be chosen that maximise the likelihood of pixels
in the entire image actually representing true change. Once you are satisfied with the
threshold level that you have chosen, refresh the display.

8 Further processing can be carried out to eliminate false change responses.

If you have regions defined, you can use them to mask out unwanted change pixels. For
example, if you are interested in changes to crop growth and you have a vector dataset
comprised of polygons representing forested areas, waterbodies, urban areas (that is, areas
that you are not interested in) and so on, then you can convert this vector information to
region information. Then you can use the regionsin the change image, applying aformula
that setsthe pixel value to null if it iswithin one of the defined regions. Alternatively, if
you areusing a GIS or similar system for further processing you may wish to carry out this
stage of processing in that system.

9 You are now ready to save your change image as a new dataset.

Use the transform dialog box to make sure that all of the ‘change’ pixels are given an
output value of 255 and all other pixels an output value of 0, then change the layer type
from Pseudocolor to Classification. Thiswill produce an imagein which all *change’
pixels have an output value of 1 and all other pixelsare ‘null’. Save this as a dataset using
the Save as Dataset option. The dataset can now be used as an layer. It can be draped over
another SPOT scene or it can be exported for further analysisin another system such asa
GlSs.
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Infroduction

This chapter illustrates the use of ER Mapper for crop typeinventory. Thisinvolvesthe use
of formulae enabling the user to define complex processing techniques such as
classification and a sequence of steps for image processing to achieve this end.

In the field of agriculture, a dominant requirement is for information on crop conditions
and areas for efficient management purposes, in particular:
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crop identification
area measurement
identification of crop stress.

According to Barrett and Curtis (1992), any inventory designed to determine areas of one
particular land characteristic should be compared with the total land area concerned. In the
study presented, aland cover classification schemawas determined, from which
agricultural land was subdivided as required.

Project

The sample project used for illustration is based upon a study area at Charles Sturt
University located near Wagga Wagga, NSW. The University Farm comprises 490 ha of
University-owned land and 370 ha of leased land of which 150 haisriver flats. The farm
system iswinter crops, cereals, legumes and oilseed with rain-fed lucerne and subclover
pastures for beef and sheep production. The University Farm maintains avauable rolein
demonstrating modern farming practices, and providing a valuable resource for academic
and research pursuits. Thereis aneed to provide an automated crop inventory, primarily to
support farm management practices, and to provide accurate production figuresto regional
and State agronomy departments.

Image processing was performed using ER Mapper on a Sun Sparc 10 workstation on a
local network. Geometrically corrected SPOT imagery obtained in July 1992 was
imported into ER Mapper format and subsetted according to the boundaries of the project
area. Various image enhancements and classifications were performed to help identify the
features of interest in the data. A dye sublimation printer was used to produce final
hardcopy of images.
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Multispectral classification

Important thematic information can be extracted from remotely-sensed imagery through a
process called multispectral classification. Classification is a statistical process which
groups homogeneous pixels into areas of interest based upon a concept referred to as
spectral pattern recognition. Several classification algorithms are popular inimage
processing, the most common being: parallelepiped, minimum distance to means, and
maximum likelihood. While each algorithm has its advantages and disadvantages, the
maximum likelihood algorithm is most commonly used due to its rigour.

Classification can be categorised into two methods: supervised (human assisted), or
unsupervised (clustering) techniques. Each method serves a particular purpose, and the two
methods are often used in conjunction. Results from the process are typically in the form of
athematic map from which information can be used to solve a particular problem or to
provide important data unobtainable from other sources.

The steps taken using ER Mapper for this study are presented below as a general guide,
with more detail outlined later:

» classification schema
e initial image display
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* imageinterpretation

e ground truth

e training site selection

e supervised classification
e accuracy assessment

Getting to know your image

Once the data has been imported into the system, thefirst step is to determine image
quality and obtain information on general image characteristics. It is usually based upon
the information gained from this step that further processing is determined: atmospheric
corrections to remove distortion from the image; and necessary image enhancements to
obtain the best visual display for interpretation and/or analysis. It is often necessary to
apply arange of image enhancement procedures to image data to display it more
effectively and increase the amount of information which can be visually interpreted from
it (Lillesand and Kiefer, 1994). Thisis particularly true for training site selection, an
essential precursor to supervised classification.

Image display

Typically an image analyst initially views the image in the standard three band colour
composite (green, red, and infrared brightness values to the blue, green and red colour
guns, respectively). While the merit of other three-band colour composites should not be
overlooked, it iswise that the composite with which the analyst is most comfortable for
interpretation be used prior to the classification procedure to establish the location of
ground truth, and to determine training sites as input to the classification process.

Image enhancement

Image enhancement techniques are applied to the data to improve visual interpretation.
There are no hard and fast rules for producing the single “best” image for interpretation;
the analyst should enhance the image in the manner to which they are comfortable.
Typically, initia enhancements serve as input to further image processing steps, with
thematic information extracted from the image using either supervised or unsupervised
classification techniques (Jensen, 1986).
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Classification schema

Particularly with agricultural studies, the analyst must attempt to account for all major land
cover areas present in theimage. The schemain which theimageisto be classified isworth
considerable attention before proceeding. For this study, the following schemawas
arrived at based upon the major crops and cover types present in large quantity in the
project area based upon the classification system proposed by Anderson:

Level 1 Level 2
Urban or built-up land residential
Agricultural land oats
barley
subclover
wheat
lucerne
pasture
other agricultural land
Forest eucalypt
Water dams
Barren bare soil
transitional

(Modified from Anderson, et al., 1970)

These are the classes which are to be extracted as thematic classes from the image and for
which area statistics are to be generated.

Sequence of operations

In general, the sequence of operations for crop identification/surveys includes data
preprocessing, training set selection and classification by statistical pattern recognition.
Data preprocessing includes radiometric correction and registration of each pixel in
geometric coincidence. The training sample selection phase aims to determine the
separable classes and subclasses in a given data set. Pattern analysis systems have been
developed that allow several methods of class selection to be employed. Statistics can be
computed and printed out in the form of histograms, correlation matrices, and spectral
plots. One of these types of output can then be used to group areas having similar spectral
responses. Another method of class separation consists of using clustering techniquesto
group image points to minimise the overall variance of the resultant sets
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Histograms and statistics are often computed and printed for each training site. An
adeguate statistical sample (>30) for each crop type is necessary. Samples of datafrom
each classidentified by the statistical process are then used for training the pattern
classifier; for example, the histograms for barley can be used as training sets for the
automatic classification of barley.

Following the pattern recognition phase, which produces automatic classification of the
land cover, it is necessary to evaluate the classification accuracy quantitatively. A large
number of test fields are necessary. These are located in the computer classification and the
ground datais compared with the computer result.

There are drawbacks which should be considered. In the case of supervised classification
methods, there can be considerable difficulty when spectral signatures show high
variability. Further, accuracy assessment demands that reference signatures be collected
directly from atraining arealying within or nearby the survey area. The unsupervised
technique avoids this by not requiring reference signatures in the data processing phase.
Unsupervised techniques group the multispectra datainto a number of classes based on
the sameintrinsic similarity within each class. Classes are |abelled after data processing by
checking a small area belonging to each class.

Where crops have been affected by disease or adverse environmental conditions, dead
portions of the crop can beidentified readily by using the infrared portion of the spectrum.
In this spectral region, healthy plants are typically red whereas diseased, dead or otherwise
stressed plants assume different colours. The colours of diseased plants often range from
salmon pink to dark brown depending on the severity of the stress. Dead portionsimagein
green or bluish grey.

Crop discrimination using infrared bands has been studied closely and it has been found
that the percentage accuracy depends on time of year, location and environment (Barrett
and Curtis, 1987) as well as the spatial resolution of the sensor.

A common problem is that occasionally nearly al cropsimage red. It has been noted that
the quality of grass pasture can often be detected by variationsin the intensity of the red
hue. Multi-temporal analysis can help to distinguish between crops when this situation
arises.

Multispectral sensing of crops

Spectral Reflectance Characteristics

Many studies have been performed to determine the different spectral responses of plant
types, particularly the characteristics of a number of crops. Crop signatures can be useful
throughout the preprocessing and classification processes. It isimportant to note, however,
that the spectral response of afield crop depends partly on the layering within the crop and
the percent soil background.
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A fundamental problem occurswhen crop identification is attempted where field sizesmay
be less than 1 ha. From space many of the ground resolution elements are individually
composed of amixture of crop categories. Thus many of the pixels generated by sensors
are not characteristic of any one crop, but relate to a mixture of several crops.

The radiance of crop canopy is more complex than modelling a compl ete cover for natural
vegetation. Asthe crop grows different plant characteristics are developed and
simultaneously the amount of underlying soil visible to the sensor changes through the
growing season. Remote sensing devices primarily detect radiance from the canopy but
additional complicating factors must be kept in mind. The reflectance characteristics are
dependent on a number of variables which change during the growing season, including:

» optical properties of stems and reproductive structures within the canopy

» leaf areaindices

e canopy densities

» leaf orientations and shapes

» foliage height distribution

e transmittance of canopy components

« amounts of soil background viewed and their reflectance contribution
(Barrett and Curtis, 1992).

Radiometric data were acquired from field trial siteslocated at the Wagga Wagga campus
of Charles Sturt University for the period February 1991 through December 1992. The
field trials were undertaken to catal ogue the changes in plant reflectance throughout the
growing season, to assess crop vigour by ground radiometric measurements and remotely-
sensed imagery. It was found that the spectral response of the crop canopy significantly
changed due to:

» sky conditions and time of day
* plant development

e plant nutrition

o plant stress

e plant species.

Examples of the signatures obtained for certain crops using a hand-held spectrometer are
given in Figures 1 through 4.
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Figure 1. Spectra response of crop species, 6 September 1991
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Figure 2. Spectral response of crop species, 19 September 1991

Figures 1 and 2 are examples of spectral response of different plant species showing the
spectral response of four different crop speciesfrom the cultivar trial 1991. The main effect
on the spectral responsesis biomass for the cereal crops, although triticale does tend to
have a dlightly higher reflectance in the blue wavelengths. Field peas are generally alight
green colour which is shown by the high reflectance in the green wavelengths, and also
higher in the near infrared—possibly due to the broader leaf structure. The data consists of
single measurements from a treatment plot.
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Figure 3. Change in clover canopy spectral response with plant biomass

Figure 3isan example of spectral response change due to plant development showing data
collected on the same day from areas of clover with different biomass (displayed as plant
height). The spectral signature of clover/soil was from an areawhere the clover plants were
still quite small and soil was clearly visible around the plants.
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Figure 4. Change in wheat spectral response with stripe rust infection.

Figure 4 is an example of spectral response change due to plant stress showing the change
in the spectral response for wheat which was infected with stripe rust (Source: van der Rijt,
et al., 1992).
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Ground truth

A commonly used term for observations made on the surface of the Earth with respect to
remotely-sensed datais ground truth (Barrett and Curtis 1992). Other terms of asimilar
meaning are in situ data, or collateral data, but all refer to sampled data gathered in order
to establish arelationship between the sensor response and particular surface conditions.

It iscommonly used to determine the accuracy of categorized data obtained through
classification.

Of utmost importance to the collection of ground truth is to obtain datawithin as short a
time period of the acquisition of the sensor data as possible. If thisis not the case,
relationships established between the ground and sensor data can be unreliable due to
changes which occur on the ground surface over time. Thisis especialy true for crop
studies, where the phenomena under investigation are continually changing: height and
colour of crop, effects of stress or disease, percent cover, etc. Knowledge of the rate of
change of these variables can help to identify a sufficient window of time to collect the
ground truth with respect to the sensor overpass. For agricultural studies, normally the
shorter the time period between these two aspects, the better.

Training Site Selection

As previously stated, supervised classification methods are based upon prior knowledge of
the image, specifically the statistical nature of the spectral classes used to classify the
image (Mather, 1986). It isimportant to collect training samples with the method of
supervised classification to be performed in mind, as each method demands different
statistical requirements. Lillesand and Kiefer (1994) emphasise that all spectral classes
constituting each information class must be adequately represented in the training set
statistics used to classify an image. Training estimates are commonly a function of the
spatia resolution and geometrical accuracy of the remote sensing data (Barrett and Curtis,
1992).

When classifying an unknown pixel, the maximum likelihood algorithm evaluates the
variance and covariance of the category spectral response patterns. It is assumed that the
distribution of the training sample for each category is Gaussian. The maximum likelihood
classifier delineates “ equal probably contours’, with the shape of the contours expressing
the sensitivity of the likelihood classifier to variance. Estimates of the mean vector and
variance-covariance matrix of each class are required asinputs to the classifier. According
to numerous authors (Mather, 1986; Jensen, 1986; Harrison and Jupp, 1990) the statistical
validity of the result will largely depend upon two factors:

» thesize and
e representativeness
of the sample.
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Sample sizeis usually related to the number of spectral bands from which the statistical
samples are to be collected. For purposes of multivariate analysis, Mather (1987)
recommends at |east 30n pixels per class, where nis the number of spectral bands.
According to Jensen (1986) ideally > 10n pixels of training data are collected for each
class.

Thereisalack of standardisation of methods of data collection for training sites. While
there are general guidelines to be given, the user should be aware that the tendency isto
underestimate the number of samples needed for any particular study. Remember that the
training site collection aims to determine the separable classes and subclassesin a given
data set (Barrett and Curtis, 1992). The minimum sample sizes given here are valid only if
theindividual pixels within the training sample are independent (Mather, 1986). If ahigh
spatial autocorrelation can be assumed, then alarger number of training samples should be
obtained to yield unbiased results.

Stati stics can be computed for each band and printed in the form of histograms, correlation
matrices and spectral plots. One of these types of output can then be used to group areas
with similar spectral responses.

In ER Mapper, regionswere delineated and their spectral statistics calculated. A region can
contain multiple polygons; for instance, several sub-regions can be delineated to represent
the “barley” class.

For the sample project, regions for each of the classes were selected and spectral statistics
were collected for each pixel found within the training region. Usually each region is
composed of many pixels. In this project, at least 30 pixels for each region were collected.
Thisalowsfor theinverse of the covariance matrix for each classto be calculated (Jensen,
1986) which isimportant for the maximum likelihood classification algorithm.

Drawing training regionsis described in Chapter 19, “ Supervised classification” in the
ER Mapper Tutorial manual.

Histograms and statistics are then computed under the Process Menu and printed for
each region. The mean and covariance of each crop type can be obtained from the sel ected
regions. The major value of the histogramsis to ensure that the training regions chosen
approximate a Gaussian distribution.

Statistical summaries are also provided in the View Menu, where an area summary report,
mean summary report, standard deviations, and distance between means can be obtained
for either the image or regions of interest. Two windows are displayed, one to display the
statistics, and the other to specify the classesto display.

An adequate statistical sample (>30) for each crop typeis necessary at this stage as
previously outlined. The samples of data from each region identified by the statistical
process are used to train the pattern classifier; for example, the histograms for barley can
be used as training sets for the automatic classification of barley.

It isimportant to realize that the processing stages within classification procedures are
iterative: training classes are updated on the basis of classification results obtained from the
previous training data, and the process continues until satisfactory results are achieved.
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Classification methodology

Implementing the actual maximum likelihood classification in ER Mapper consists of two
separate steps:

statistics extraction
the actual maximum likelihood calculations.

Twelve regions were trained upon using the classification schema given at the beginning of
this chapter.

Spectral statistics for each region were submitted to the supervised classifier in the Process
menu. The default maximum likelihood agorithm was used with equal prior probabilities.

At this stage regions can be added individually, or alternatively, asfor this study, all regions
can be added asinput to the classifier.

The Edit Class/Region Color and Name option allows coloursto be assigned. Upon
completion and colour assignment to the classified image, the image was displayed for
visual assessment. Thisis discussed later.

Training Class Refinement

Within the training signatures established there are often areas of confusion between the
crops of interest and other land cover types such asforest or urban areas, and/or other crops
under study (Barrett and Curtis). Thisis often the result of real spectra confusion. For this
project, there was substantia spectral confusion between the large, mixed residential area,
and another area of variable yet highly reflective “bare soil/transitional”. Confusion was
present due to thelarge degree of variance inherent inthe “residential” area, which actually
contains semi-devel oped land, as well as developed land with a mixture of greenery,
cement, roofs, etc., typical of “mixed-residential”. There are several ways to handle this
situation, the most obvious being to retrain on one of the confused regions.

The general concept isto view ascatterplot of each region for comparison. It is convenient
to plot the training regions versus the classified area (all bands) as an overlay onto the
original image. If it is evident that there are different classes present, there ought to be a
way to discriminate between them.

Thus, thefirst step taken to resolve this situation was to train on the other class (in this
case, residential) in order to obtain a more discreet spectral signature for this region.
Unfortunately, due to the large amount of variance in the “residential” region, retraining
did not sufficiently resolve the problem.
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Typicality Thresholds

The maximum likelihood classifier works upon forced all ocation, where every pixel must
be allocated to a class present. Thus, one way to limit the confusion is to place atypicality
threshold on the class. If spectral plots show the “bare soil/stubble’ to be closer to
“residential” that any other class, one of the regions can be trained upon in order to put
boundaries on its typicality.

The maximum likelihood classifier calculates the posterior (relative) probability of every
pixel belonging to aclass and forcesit into the one with the maximum posterior
probability. Thiscould be acompletdy different class that happensto be spectrally similar.
The classifier aso provides an index of typicality for each class—for example, the
probability of apixel actually belonging to the class, generaly scaled from 0 to 100.

Whether apixel islikely to belong to any of the original training classesis also accounted
for, where an index of typicality for each class suggests the probability of the pixel
belonging to the corresponding training class. These values are also usually scaled from 0
to 100.

Thus, atypicality probability indicates whether a pixel islikely to belong to the
corresponding training class. Each probability isinterpreted as a“tail area’ probability in
the statistical sense, so the value of 1 is equivalent to a 1% significance level. The group
membership probabilities are relative values of the pixel belonging to one or the other of
the training classes. In other words, a value of 50 does not necessarily indicate that the
pixel belongsin the corresponding class, only that it isthe most likely among the training
classes present. The typicality indicatesif thisis areasonable result.

Once appropriate spectral statistics are collected, they can be resubmitted to the classifier.
After it has been all ocated, unless the pixel iswithin a specified degree of typicality for that
class, it will not be classified.

Thus, if simply retraining upon one class still does not resolve the situation, one can use
the concept of thresholding. If one specified atypicality of 1%, this means that anything
alocated in the 1% tail (along distance away from that class) will not get allocated. The
user could specify the typicality as 5%, or could be really harsh and specify it as 10%.
Thus, the 10% component will not be allocated. Essentially this means that the bulk (90%)
of the pixels are typical of this particul ar class.

Thisidea of athreshold helps to identify what might be a separate class. In the case of
“bare soil/transitional” versus “residential”, at the training stage the user may not know it
should be a separate class, but when atypicality is later forced upon it, one class will be
black from not being allocated.

Weighting the Classifier

In cases where discrimination between classes remains difficult, any available a priori
information can be used to obtain a more accurate classification. The user can assign more
weight to one class than another, with the weight applied according to the area of the class.
Essentially the user istelling the classifier that the solution it comes up with must match

ER Mapper Applications 91



Chapter 5 Crop Type Classification and Area Inventory e Displaying classification

the fixed prior probabilities. It is quite common for users to have access to geographic
information systems (GIS) from which areas of aknown class can easily be obtained. It is
fairly straightforward to estimate the proportion of the study area within the total image
areato be classified. Areas for each class can therefore be used to weight the classifier,
entered as prior probabilities.

A Note About Real-Time Classification

A particularly useful option in ER Mapper allows “real-time” classification using the
“Classification Display” algorithm. Once training classes are determined, the classified
pixels can be superimposed upon the raw satellite image to aid the analyst in the
interpretation and relative accuracy assessment.

Displaying classification results

ER Mapper can display a Pseudocolor map of the resultant classes, with optionsto include
masking with atypical pixelsand a display of the posterior probability and typicality
indexes for a specified class.

Itisuseful to assign individually selected coloursto the classified image, as the colours
assigned using the Auto-gen colors option are very similar to the colour of the class on the
raw image. It can aso be useful to display similar classesin the same colour to group them.

A note about unsupervised classification

Thereisoften considerable difficulty because i nsufficient knowledge exists about the study
area, spectral signatures show high variability, and supervised techniques generaly
demand that training sites lie within the survey area of interest. If one or more of these
problems exist, auseful aternative is unsupervised classification. The unsupervised
classification technique avoids these difficulties by not requiring training sites as the basis
for classification. Unsupervised techniques group the multispectral datainto a number of
classes based on the same intrinsic similarity within each class. The basic premiseis that
values within a given cover type should be close together in spectral space, as opposed to
datain different classes being comparatively well separated (Lillesand & Kiefer, 1994).
The result of an unsupervised classification, therefore, is spectral classes. The meaning of
each classin terms of land cover is obtained after data processing by checking asmall area
belonging to each class.
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Classification accuracy assessment

The overall accuracy of the classified image can be computed by dividing the total number
of correctly classified pixels by the total number of reference pixels. Likewise, the
accuracies of individual categories can be calculated by dividing the number of correctly
classified pixelsin each category by the total number of pixels. Lillesand and Kiefer (1994)
point out that error matrices should be used with caution; if the results are good, it means
no more than that the training areas are homogeneous, the training classes were separable,
and the classification strategy employed worked well in the training areas. In particular,
they express concern with the sampling approach taken from which pixels will be used for
accuracy assessment, and conclude that a concept of both random and systematic sampling
should be employed. In other words, systematically sampled areas can be obtained early in
the project, usualy as part of the training site selection, and random sampling within the
image after classification is complete.

Agricultural areas typically consist of homogeneous fields many hectaresin areawell
suited for the 20-by-20m ground resolution pixel of SPOT XS. The digital numbers of the
SPOT bands for that pixel are a composite of the spectral reflectance of the various
materials (Sabins, 1987). Despite these problems, the resultant SPOT classification map
clearly portrayed the major categories of land use and land cover as specified in the
classification schema.

Recognition of homogenous features such as bare soil and water was fairly accurate as
would be expected. However, as previoudy discussed, crop discrimination presents
problems due to the similarity of the plant reflectance of different crops, the variability of
the reflectance within fields, and the bare soil background of crops having less than 100%
ground cover.

Reasonably good results were obtained for recognition of crops outlined in this study.
There remained alight problem with respect to the residential region tending to be
confused with the bare soil/transition region. However, this was satisfactorily resolved
using the methodology outlined.

Summarizing the position of remote sensing
in crop analysis

The crop calendar is an important guide to which data sets are likely to be most useful and
should serve as abasis for ordering data.

If the area under study contains classes which are difficult to separate spectrally, are several
procedures can be used to resolve the situation. If sufficient ground truth can be obtained,
weightings can be assigned to the classifier prior to processing the image. In addition,
multitemporal image analysis has been shown to improve classification accuracy,
particularly in agricultural areas. Image ratios and transformations are also useful in
removing redundancy.
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Often, important areas of confusion exist between crops of interest and other land cover
categories, such as forest or urban areas, and even with other crops under study. It is
recognized that thisis often the result of real spectral confusion. Two strategies often
employed to improve the accuracy of classification are:

» grouping cropstogether to form a more homogeneous class for better spectral recognition,
then splitting these group categories by ground information alone.

» masking of water, forest and urban areas by means of visua interpretation of images of
previous years.
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Revision history

Version 1.0

Major revision. Discussion of radiance vs. reflectance added. Addition of vegetation
indices designed to minimize atmospheric noise (GEMI, ARV, etc.). Addition of SPOT
HRV bands. Numerous minor changes. Cautions regarding the use of SAVI, MSAVI, etc.
added.

Version 0.7

Numerous minor non-substantive typographical errors fixed. Addition of question 14a.
Some stylistic and grammatical problems dealt with.

Version 0.6
Major typographical error in TSAVI equation fixed and minor error in MSAV 2 fixed.

Version 0.5
Original version posted.

Conventions

In most cases, reflectance, apparent reflectance and radiance can be used interchangeably
in this FAQ. (But see question #5 for some important considerations about this.)

Wavelengths are given in nanometers (nm).
The “origin” isthe point of zero red reflectance and zero near-infrared reflectance.

The abbreviation SPOT refersto the Systeme Pour I’ Observation de la Terre which hasfive
bands of interest (the bandpasses may not be precisely correct since the document | am
looking at lists the “ proposed” bands):

e SPOT1 covers 430-470 nm
e SPOT2 covers 500-590 nm
e SPOT3 covers 610-680 nm
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e SPOT4 covers 790-890 nm
e SPOT5 covers 1580-1750 nm

The abbreviation AVHRR refersto the Advanced Very High Resol ution Radiometer which
has two bands of interest:

e  AVHRR1 covers 550-700 nm
* AVHRR2 covers 700-1000 nm

The abbreviation TM refers to the Landsat Thematic Mapper which has six bands of
interest:

e TM1 covers450-520 nm

*  TM2 covers 520-600 nm

e TM3 covers 630-690 nm

e TM4 covers 760-900 nm

e TMb5 covers 1550-1750 nm

*  TM7 covers 2080-2350 nm
The abbreviation MSS refers to the Landsat Multi Spectral Scanner.
MSS bands are referred to by the old system:

*  MSH covers 500-600 nm

* MSS5 covers 600-700 nm

e MSS6 covers 700-800 nm

e MSS7 covers 800-1100 nm

NIR is used to indicate a band covering al or part of the near-infrared portion of the
spectrum (800- 1100 nm or a subset of these wavelengths). Examples: MSS7, TM4,
AVHRR2.

R is used to indicate a band covering all or part of the portion of the visible spectrum
perceived as red by the human eye (600-700 nm). Examples MSS5, TM3, AVHRRL.

List of questions

General
1) What are the important spectral characteristics of vegetation that | should know about?
2) | have some remote sensing data, what bands will show vegetation best?

2a) TM data
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2b) MSS data

3) | want to use band ratioing to eiminate albedo effects and shadows. What band ratios
are best?

3a) TM data
3b) MSS data
4) Why is vegetation usually shown in red by remote sensing people?

5) What is the difference between radiance and reflectance?

Vegetation index

6) What is a vegetation index?

7) What are the basic assumptions made by the vegetation indices?
8) What is the soil line and how do | find it?

Bassic indices
9) What isRVI?
10) What isNDVI?
11) What isIPV1?
12) What isDVI1?
13) What isPVI?
14) What isWDV1?

Indices to minimize soil noise
15) What is Soil Noise?

16) What is SAVI?

16a) Why isthere a (1+L) term in SAVI?
17) What is TSAVI?

18) What isMSAV|?

19) What isMSAV2?

Indices to minimize atmospheric noise
20) What is Atmospheric Noise?
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21) What is GEMI?
22) What are the atmospherically resistant indices?

Other indices

23) What isGVI?

24) Arethere vegetation indices using other algebraic functions of the bands?

25) Arethere vegetation indices that use bands other than the red and NIR bands?
26) Plants are green, why isn't the green chlorophyl| feature used directly?

Problems

27) How well do these vegetation indices work in areas with low vegetation cover?
28) What is “non-linear” mixing?

29) Isthe variation in the soil the only problem?

30) What if | can’'t get agood soil line from my data?

31) How low aplant cover istoo low for these indices?

Future directions
32) | hear about people using spectral unmixing to look at vegetation, how does this work?

33) Are there any indices which use high spectral resolution data?

Final question
34) What vegetation index should | use?

The questions and answers follow in full.
General

1) What are the important spectral characteristics of vegetation that |
should know about?

A: Thecdlsin plant leaves are very effective scatterers of light because of the high
contrast in the index of refraction between the water-rich cell contents and the intercellular
air spaces.
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Vegetation is very dark in the visible (400-700 nm) because of the high absorption of
pigments which occur in leaves (chlorophyll, protochlorophyll, xanthophyll, etc.). Thereis
adight increase in reflectivity around 550 nm (visible green) because the pigments are
least absorptive there. In the spectral range 700-1300 nm plants are very bright because this
isa spectral no-man’s land between the el ectronic transitions which provide absorption in
the visible and molecular vibrations which absorb in longer wavelengths. Thereisno
strong absorption in this spectral range, but the plant scatters strongly as mentioned above.

From 1300 nm to about 2500 nm vegetation is relatively dark, primarily because of the
absorption by leaf water. Cellulose, lignin, and other plant materials a so absorb in this
spectral range.

Summary:

400-700 nm = dark

700-1300 nm = bright

1300-2500 nm = dark (but brighter than 400-700 hm)

2) | have some remote sensing data, what bands will show vegetation

best?

A: Basically aband covering part of the region from 700-1300 nm if you want the
vegetation to be bright. (Using aband covering part of 400-700 nm would make vegetation
dark, but thisisn't the way we generally do things.)

2A) For TM data, either TM4 or TM5.

2B) For M SS data, either MSS6 or MSS7 (MSSY is usually better since it avoids the
transition near 700 nm).

3) | want to use band ratioing to eliminate albedo effects and shadows.
What band ratios are best?

A: If you want the vegetation to turn out bright (which is usually the most sensible
approach) ratio a band covering part of the range 700-1300 nm with aband covering either
400-700 nm or 1300-2500 nm. Ratioing a near-infrared band to a visible band is the
traditional approach. Usually avisible band covering 650 nm is preferred since thisis near
the darkest part of the vegetation spectrum usually covered by remote sensing instruments.
Basically you want a band where vegetation is bright on the top of theratio, and a band
where vegetation is dark on the bottom.

Although vegetation is more highly reflectivein green than in red, early work showed that
near-infrared-red combinations were preferable to green-red combinations (Tucker, 1979).

3A) TM: Thetraditional ratio is TM4/TM3. TM5/TM7 is also good, but many clays will
also befairly bright with this combination. | see no immediate reason why TM5/TM3 or
TM4/TM7 wouldn’'t work, but they usually aren’t used.
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3B) MSS: Thetraditiona ratio isMSS7/MSS5 MSS6/MSS5 is also used.

4) Why is vegetation usually shown in red by remote sensing people?

A: Thisisone of the apparently silly things donein remote sensing. There are three reasons
for it:

Thefirst (and rather pointless) reason is TRADITION. Peoplein remote sensing have been
doing thisalong time and virtually everyone who has spent much time working with
remote sensing will instinctively interpret red splotches as vegetation. Bob Crippen (not
the astronaut) at JPL said that he spent some time trying to break this tradition by showing
vegetation in green, but he was ultimately beaten into submission. (Consider it this way:
you are aremote sensing professional, you usually give talks to remote sensing
professionals. They expect vegetation in red so you don't have to add an explanation that
“vegetation is shown as green.” This simplifies your life.)

The second reason is the fact that the human eye perceives the longest visible wavelengths
to be red and the shortest visible wavelengths to be blue. Thisis an incentive for remote
sensing images to be set up so that the shortest wavel ength is shown as blue and the longest
oneisshown asred. Usualy anear-infrared band is the longest wavelength being
displayed (thisis especially true for MSS and agerial color infrared photography). Since
vegetation is brightest in the near-infrared, vegetation turns out red. Using red for
vegetation in digital data makes the digital data color scheme similar to that for color
infrared film. This can make it easier for aperson familiar with color infrared film pictures
to adjust to the interpretation of digital remote sensing data.

Thethird (and only sensible) reason is to remind the audience that they are not seeing real
colors. If vegetation is shown as green, the audience is more likely to subconsciously think
that the image istrue color, while if vegetation is red they will immediately realize that the
image isfalse color.

5) What is the difference between radiance and reflectance?

A: Radiance is the variable directly measured by remote sensing instruments. Basically,
you can think of radiance as how much light the instrument “sees” from the object being
observed. When looking through an atmosphere, some light scattered by the atmosphere
will be seen by the instrument and included in the observed radiance of the target. An
atmosphere will also absorb light, which will decrease the observed radiance. Radiance has
units of watt/steradian/square meter.

Reflectance is the ratio of the amount of light leaving a target to the amount of light
striking the target. It has no units. If al of the light leaving the target is intercepted for the
measurement of reflectance, the result is called *“hemispherical reflectance.”

Reflectance (or more specifically hemispherical reflectance) is a property of the material
being observed. Radiance, on the other hand, depends on the illumination (both its
intensity and direction), the orientation and position of the target and the path of the light
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through the atmosphere. With effort, many of the atmospheric effects and the solar
illumination can be compensated for in digital remote sensing data. This yields something
which is called “ apparent reflectance,” and it differs from true reflectance in that shadows
and directional effects on reflectance have not been dealt with. Many peoplerefer to this
(rather inaccurately) as “reflectance.”

For most of the vegetation indices in this FAQ, radiance, reflectance, and apparent
reflectance can be used interchangeably. However, since reflectance is a property of the
target material itself, you will get the most reliable (and repeatabl e) vegetation index values
using reflectance. Apparent reflectance is adequate in many cases.

Vegetation index

6) What is a vegetation index?

A: A vegetation index is a number that is generated by some combination of remote
sensing bands and may have some relationship to the amount of vegetation in a given
image pixel. If that sounds sarcastic or even insulting, it's meant to. Jim Westphal at
Caltech pointed out to me one day that vegetation indices seemed to be more numerol ogy
than science. This may be an overly harsh assessment, since there is some basis for
vegetation indicesin terms of the features of the vegetation spectrum discussed above;
however, the literature indicates that these vegetation indices are generally based on
empirical evidence and not basic biology, chemistry or physics. This should be kept in
mind as you use these indices.

7) What are the basic assumptions made by the vegetation indices?

A: The most basic assumption made is assuming that some algebraic combination of
remotely-sensed spectral bands can tell you something useful about vegetation. Thereis
fairly good empirical evidence that they can.

A second assumption isthe ideathat al bare soil in animage will form alinein spectral
space. Thisisrelated to the concept of the soil line discussed in question number 8. Nearly
all of the commonly used vegetation indices are only concerned with red-near-infrared
space, so ared-near-infrared line for bare soil is assumed. Thislineis considered to be the
line of zero vegetation.

At this point, there are two divergent lines of thinking about the orientation of lines of
equal vegetation (isovegetation lines):

1) All isovegetation lines converge at a single point. The indices that use this assumption
arethe “ratio-based” indices, which measure the slope of the line between the point of
convergence and the red-NIR point of the pixel. Some examples are: NDVI, SAVI, and
RVI.
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2) All isovegetation lines remain parallel to soil line. Theseindices are typically called
“perpendicular” indices and they measure the perpendicular distance from the soil line to
the red-NIR point of the pixel. Examples are: PVI, WDVI, and DVI.

8) Whait is the soil line and how do | find it?

A) The soil lineis ahypothetical line in spectral space that describes the variation in the
spectrum of bare soil in the image. The line can be found by locating two or more patches
of bare soil in the image having different reflectivities and finding the best fit line in
spectral space. Kauth and Thomas (1976) described the famous “triangular, cap shaped
region with atassel” in red-NIR space using MSS data. They found that the point of the
cap (which lies at low red reflectance and high NIR reflectance) represented regions of
high vegetation and that the flat side of the cap directly opposite the point represented bare
soil.

THE SIMPLE WAY OF FINDING THE RED-NIR SOIL LINE: Make a scatterplot of the
red and NIR values for the pixelsin the image. | recommend putting red on the x-axis and
NIR on the y-axis (the rest of the instructions assume this). There should be afairly linear
boundary along the lower right side of the scatterplot. The straight line that best matches
this boundary is your soil line. You can either select the points that describe the boundary
and do aleast squaresfit, or you can simply made a hardcopy and draw in the line that
looks like the best fit. (You have to make alot of judgment calls either way.)

Basic indices

9) What is RVI?

A) RVI istheratio vegetation index which was first described by Jordan (1969). Thisisthe
most widely calculated vegetation index, athough you rarely hear of it as a vegetation
index. A common practice in remote sensing is the use of band ratios to eliminate various
abedo effects. Many people use the ratio of NIR to red as the vegetation component of the
scene, and thisisin fact the RVI.

Summary:
* ratio-based index
» isovegetation lines converge at origin
» soil line has slope of 1 and passes through origin
* range 0 toinfinity
Calculating RVI:

RVI = NNR/ red
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10) What is NDVI?

A) NDVI isthe Normalized Difference Vegetation Index which is ascribed to Rouse et al.
(1973), but the concept of anormalized difference index was first presented by Kriegler et
al. (1969). When people say vegetation index, this isthe one that they are usually referring
to. Thisindex has the advantage of varying between -1 and 1, while the RVI ranges from 0
toinfinity. RV1 and NDVI are functionally equivalent and related to each other by the
following equation:

‘NDVI = (RVI -1) / (RVl + 1)

Summary:
* ratio-based index
* isovegetation lines converge at origin
» soil line has slope of 1 and passes through origin
e range-lto+1
Calculating the NDVI:

‘NDVI = (NIR - red) / (NIR + red)

11) What is IPVI?

A) IPV1 isthe Infrared Percentage Vegetation Index which was first described by Crippen
(1990). Crippen found that the subtraction of the red in the numerator was irrelevant, and
proposed this index as away of improving calculation speed. It also is restricted to values
between 0 and 1, which eliminates the need for storing asign for the vegetation index
values, and it eliminates the conceptual strangeness of negative values for vegetation
indices. IPVI and NDV1 are functionally equivalent and related to each other by the
following equation:

IPVI = (NDV1) / 2

Summary:
 ratio-based index
e isovegetation lines converge at origin
» soil linehasasdope of 1 and passes through origin
* rangeOto+1
Calculating IPVI:

IPVI = NNR/ (NIR + red)
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12) What is DVI?

A) DVI isthe Difference Vegetation Index, which is ascribed in some recent papers to
Richardson and Everitt (1992), but appears as VI (vegetation index) in Lillesand and
Kiefer (1987). (Lillesand and Kiefer refer to its common use, so it was certainly introduced
earlier, but they do not give a specific reference.)

Summary:
» perpendicular index
» isovegetation lines parallel to soil line
» soil line has arbitrary slope and passes through origin
* rangeinfinite.
Calculating DVI:

‘DVI = NR- red

13) What is PVI?

A) PVI isthe Perpendicular Vegetation Index which wasfirst described by Richardson and
Wiegand (1977). This could be considered a generaization of the DVI which allows for
soil lines of different slopes. PV is quite sensitive to atmospheric variations, (Qi et al.,
1994) so comparing PV values for data taken at different dates is hazardous unless an
atmospheric correction is performed on the data.

Summary:
e perpendicular index
» isovegetation lines are parallel to soil line
» soil line has arbitrary slope and passes through origin
e range-lto+1
Calculating PVI:

‘ PVI = sin(a)NIR - cos(a)red

where a is the angle between the soil line and the NIR axis.

14) What is WDVI?

A) WDVI is the Weighted Difference Vegetation Index which was introduced by Clevers
(1988). Thishas arelationship to PVI similar to the relationship IPVI hasto NDVI. WDV
isamathematically simpler version of PVI, but it has an unrestricted range. Like PV1,
WDV isvery sensitive to atmospheric variations (Qi et al., 1994).
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Summary:

perpendicular index

isovegetation lines parallel to soil line

soil line has arbitrary slope and passes through origin
rangeinfinite

Calculating WDVI:

‘V\DVIzNIR-gxred ‘

where g is the dlope of the soil line.

Indices 1o minimize soil noise

15) What is Soil Noise?

A) Not all soils are aike. Different soils have different reflectance spectra. As discussed
above, al of the vegetation indices assume that there is a soil line, where thereisasingle
slopein red-NIR space. However, it is often the case that there are soils with different red-
NIR slopesin asingleimage. Also, if the assumption about the isovegetation lines (parallel
or intercepting at the origin) is not exactly right, changes in soil moisture (which move
along isovegetation lines) will give incorrect answers for the vegetation index. The
problem of soil noiseis most acute when vegetation cover is low.

The following group of indices attempt to reduce soil noise by altering the behaviour of the
isovegetation lines. All of them are ratio-based, and the way that they attempt to reduce soil
noise is by shifting the place where the isovegetation lines meet.

WARNING: Theseindices reduce soil noise at the cost of decreasing the dynamic range of
the index. These indices are dightly less sensitive to changes in vegetation cover than
NDVI (but more sensitive than PVI) at low levels of vegetation cover. Theseindices are
also more sensitive to atmospheric variations than NDVI (but less so than PV1). (See Qi et
a. (1994) for comparisons.)

16) What is SAVI?

A) SAVI isthe Soil Adjusted Vegetation Index which was introduced by Huete (1988).
Thisindex attempts to be a hybrid between the ratio-based indices and the perpendicul ar
indices. The reasoning behind thisindex acknowledges that the isovegetation lines are not
parallel, and that they do not all converge at asingle point. Theinitial construction of this
index was based on measurements of cotton and range grass canopies with dark and light
soil backgrounds, and the adjustment factor L was found by trial and error until a factor
that gave equal vegetation index results for the dark and light soils was found. Theresult is
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aratio-based index where the point of convergenceis not the origin. The convergence point
ends up being in the quadrant of negative NIR and red values, which causes the
isovegetation lines to be more parallel in the region of positive NIR and red values than is
the case for RVI, NDVI, and IPVI.

Huete (1988) does present a theoretical basis for thisindex based on simple radiative
transfer, so SAVI probably has one of the better theoretical backgrounds of the vegetation
indices. However, the theoretical development gives a significantly different correction
factor for aleaf areaindex of 1 (0.5) than resulted from the empirical development for the
same leaf areaindex (0.75). The correction factor was found to vary between O for very
high densitiesto 1 for very low densities. The standard value typically used in most
applicationsis 0.5 which is for intermediate vegetation densities.

Summary:
* ratio-based index
» isovegetation lines converge in negative red, negative NIR quadrant
» soil line has slope of 1 and passes through origin.
e range-lto+1
Calculating SAVI:

SAVI = {(NIR - red) / (NNR+ red + L)}(1 + L)

where L is a correction factor which ranges from 0 for very high vegetation cover to 1 for
very low vegetation cover. The most typically used valueis 0.5 which is for intermediate
vegetation cover.

16a) Why is there a (1+L) term in SAVI?

A) This multiplicative term is present in SAVI (and MSAVI) to cause the range of the
vegetation index to be from -1 to +1.

Thisis done so that both vegetation indices reduce to NDV I when the adjustment factor L
goesto zero.

17) What is TSAVI?

A) TSAVI isthe Transformed Soil Adjusted Vegetation Index which was developed by
Baret et al. (1989) and Baret and Guyot (1991).

Thisindex assumes that the soil line has arbitrary slope and intercept, and it makes use of
these values to adjust the vegetation index. Thiswould be a nice way of escaping the
arbitrariness of the L in SAVI if an additional adjustment parameter had not been included
in the index. The parameter “X” was “adjusted so as to minimize the soil background
effect,” but | have not yet been able to come up with an a priori, non-arbitrary way of
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finding the parameter. The value reported in the papersis 0.08. The convergence point of
the isovegetation lines lies between the origin and the usually-used SAVI convergence
point (for L =0.5)

Summary:
* ratio-based index
» isovegetation lines converge in negative red, negative NIR quadrant
» soil line has arbitrary slope and intercept
e range-lto+1
Calculating TSAVI:

TSAVI = {s(NNR- s xred +a)} / {ax NNR+red - axs + Xx (1+sx5s)}

where aisthe soil lineintercept, sisthe soil line slope, and X is an adjustment factor which
is set to minimize soil noise (0.08 in original papers).

18) What is MSAVI?

A) MSAVI isthe Modified Soil Adjusted Vegetation Index which was developed by Qi et
al. (1994). As noted previously, the adjustment factor L for SAVI depends on the level of
vegetation cover being observed which leads to the circular problem of needing to know
the vegetation cover before calculating the vegetation index which is what gives you the
vegetation cover. The basic idea of MSAVI was to provide a variable correction factor L.
The correction factor used is based on the product of NDVI and WDVI. This means that
the isovegetation lines do not converge to asingle point.

Summary:
* ratio-based index
* isovegetation lines cross the soil line at different points
« soil line has arbitrary slope and passes through origin
e range-lto+1
Calculating MSAVI:

‘I\/SAVI ={(NR- red) / (NR+red + L)} (1+L)

where L =1 - 25(NDVI)(WDVI), and sisthe slope of the soil line.

19) What is MSAVI2?

A) MSAVI2 isthe second Modified Soil Adjusted Vegetation Index which was devel oped
by Qi et al. (1994) asarecursion of MSAVI.
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Basically, they use an iterative process and substitute 1-MSAVI(n-1) asthe L factor in
MSAVI(n). They then inductively solve the iteration where MSAVI(n)=MSAVI(n-1). In
the process, the need to precalculate WDVI and NDV1 and the need to find the soil line are
eliminated.

Summary:
e ratio-based
» isovegetation lines cross the soil line at varying points
« soil line has arbitrary slope and passes through origin
* range-lto+1

Calculating M SAV| 2:

MBAVI2 = (1 / 2)(2(NIR+ 1) - sqr{(2 x NR+ 1)2 - 8(NIR -red)}

Indices to minimize atmospheric noise

20) What is Atmospheric Noise?

A) Theatmosphereischanging all of the time and all remote sensing instruments have to
look through it. The atmosphere both attenuates light passing through it and scatters light
from suspended aerosols. The atmosphere can vary strongly across a single scene,
especialy in areas with high relief. This atersthe light seen by the instrument and can
cause variationsin the calculated values of vegetation indices. Thisis particularly a
problem for comparing vegetation index values for different dates. The following indices
try to remedy this problem without the requirement of atmospherically corrected data.

WARNING: These indices achieve their reduced sensitivity to the atmosphere by
decreasing the dynamic range. They are generally dlightly less sensitive to changesin
vegetation cover than NDVI. At low levels they are very sensitive to the soil background.
(See Qi et al. (1994) for comparisons.)

NOTE: | seldom work with data without performing an atmospheric correction, so | have
made no significant use of any of theindicesin this section (T. Ray).

21) What is GEMI?

A) GEMI isthe Globa Environmental Monitoring Index which was developed by Pinty
and Vergtraete (1991). They attempt to eliminate the need for a detailed atmospheric
correction by constructing a“stock” atmospheric correction for the vegetation index. Pinty
and Verstraete (1991) provide no detailed reasoning for thisindex other than that it meets
their requirements of insensitivity to the aimosphere empirically. A paper by Leprieur et a.
(1994) claimsto find that GEMI is superior to other indices for satellite measurements.
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However, A. Chehbouni (who happens to be the fourth author of Leprieur et al. (1994)
showed me some examples using real data (the analysisin the paper was based on amodel)
which strongly contradicted the Leprieur et al. (1994) conclusions. Qi et a. (1994) showsa
violent breakdown of GEMI with respect to soil noise at low vegetation covers. |
understand that there are several ongoing studies to evaluate GEMI, and | think that the
jury is till out.

Summary:
* non-linear
« complex vegetation isolines
e rangeOto+1

Calculating GEMI:

‘GEM = eta(l - 0.25 x eta) - {(red - 0.125) / (1 - red)}

whereeta = {2(NIR% - red?) + 1.5 x NR+ 0.5 x red} / (NR- red + 0.5)

22) What are the atmospherically resistant indices?

A) The atmospherically resistant indices are afamily of indices with built-in atmospheric
corrections. Thefirst of these was ARVI (Atmospherically Resistant Vegetation Index)
which was introduced by Kaufman and Tanre (1992). They replaced the red reflectancein
NDVI with the term:

rb = red - ganmma(blue - red) ’

with avaue of 1.0 for gamma. Kaufman and Tanre (1994) al so suggested making the same
substitution in SAVI which yields SARVI (Soil adjusted Atmospherically Resistant
Vegetation Index). Qi et a. (1994) suggested the same substitution in MSAV 12 which
yields ASVI (Atmosphere-Soil-Vegetation Index). Obviously the same substitution can
also be madein MSAVI or TSAVI.

Qi et a. (1994) showed that this class of indices were very slightly more sensitive to
changes in vegetation cover than GEMI and very dlightly less sensitive to the atmosphere
and the soil than GEM I for moderate to high vegetation cover. The atmospheric
insensitivity and the insensitivity to soil break down violently for low vegetation cover.

Summary:
* ratio-based
* isovegetation lines cross as assumed by parent index
» soil line as assumed by parent index
* range-lto+1
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Calculating ARVI:

‘ARVI:(NIR-rb)/(NIR+rb) ’

with rb defined as:

‘rbzred- gama x (red - blue) ‘

and gamma usually equal to 1.0

The parent index of ARVI isNDVI. The substitution of rb for red in any of the ratio-based
indices gives the atmospherically resistant version of that index.

[NOTE: | view these indices for reducing atmospheric noise as late-evolving dinosaurs.
The utility of agood atmospheric correction for remotely-sensed dataiis so high asto make
the effort of performing a proper atmospheric correction worthwhile. These end runs
around this problem may serve a useful purpose at present while better atmospheric
corrections for data collected over land are being devel oped. However, the move towards
atmospheric correction of remote sensing data is underway, and it is ailmost certainly the
wave of the future. - Terrill Ray]

Other indices

23) What is GVI?

A) GVI stands for Green Vegetation Index. There are several GVIs. The basic way these
are devised is by using two or more soil points to define asoil line. Then a Gram-Schmidt
orthogonalization is performed to find the “greenness’ line which passes through the point
of 100% (or very high) vegetation cover and is perpendicular to the soil line. The distance
of the pixel spectrum in band space from the soil line along the “ greenness’ axisisthe
value of the vegetation index. The PVI isthe 2-band version of this, Kauth and Thomas
(1976) developed a 4-band version for MSS, Crist and Cicone (1984) devel oped a 6-band
version for TM, and Jackson (1983) described how to construct the n-band version.

Summary:
e perpendicular vegetation index using n bands
e isovegetation lines are parallel to sail line
e soil line has arbitrary orientation in n-space
* range-lto+1
Calculating GVI:
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Default version for MSS:

GVI = -0.29 x M8S4 - 0.56 x MSS5 + 0.60 x MSS6 + 0.49 x MSS7
Default version for TM:

GVI = |-0.2848 x TML - 0.2435 x TM2 - 0.5436 x TMB + 0.7243 x TM4 +

0.0840 x TMb - 0.1800 x T™M/

24) Are there vegetation indices using other algebraic functions of the
bands?

A) Yes. Rouseet al. (1973, 1974) proposed using the square root of NDVI1+0.5, Goetz et al.
(1975) proposed log ratios, Wecksung and Breedlove (1977) proposed arctangent ratios,
and Tuck (1979) discussed the square root of the NIR/red ratio. These seem to have been
generdly abandoned. They make the same assumptions about the isovegetation lines and
the sail linesas made by RVI and NDV |, and they have neither the value of common use or
of ease of calculation. You will probably never see these, and thereisreally no good reason
to bother with them.

25) Are there vegetation indices that use bands other than the red and NIR
bands?

A) Yes. Firgt, the various GVIs make use of more than just the NIR and red bands. In
genera, the GVI for agiven multispectral sensor system uses al of the available bands.
Secondly, there have been attempts to devel op vegetation indices based on green and red
bands as discussed in the next question.

Mike Steven at the University of Nottingham has recently informed me of some work on
an index using NIR and mid-infrared bands. More on thiswill be included when | have
received a paper from him.

26) Plants are green, why isn’t the green chlorophyll feature used directly.

A) There are several reasons for this. First, the reason that plants ook so green is not
because they are reflecting lots of green light, but because they are absorbing so much of
therest of the visible light. Try looking at an area of bare dry soil and compare that to a
grassy field. You will immediately notice that the grassy field is generally darker. Itis
generaly easier to detect things when they are bright against a dark background.

Second, thiswas tried early in the history of satellite remote sensing by Kanemasu (1974)
and basically abandoned after a study by Tucker (1979) which seemed to demonstrate that
the combinations of NIR and red were far superior than combinations of green and red.
Theideaof using red and green with MSS datawas resurrected in recent years by Pickup et
al. (1993) who proposed a PVI-like index using M SS bands 4 and 5 which they called
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PD54 (Perpendicular Distance MSS band 5 MSS band 4). They claimed atassel cap like
pattern in the scatterpl ot for these two bands, but most of the MSS data | have looked at
doesn’t show this pattern. A significant point for PD54 was that it detected non-green
vegetation (dry grass).

Third, many soils have iron oxide absorption features in the visible wavelengths. Asthe
soil gets obscured by vegetation cover, this feature becomes less apparent. It islikely that a
great deal of the variance measured by the green-red indicesis due to thisinstead of the
plant chlorophyll feature (which is why PD54 might appear to be sensitive to non-green
plant material). Thisisfineif you know that the iron oxide absorption in the soil isuniform
across the image, but if the iron oxide absorption is highly variable, then this will confuse
green-red indices.

Problems

27) How well do these vegetation indices work in areas with low vegetation

cover?

A) Generaly, very badly. When the vegetation cover is low, the spectrum observed by
remote sensing is dominated by the soil. Not al soils have the same spectrum, even when
fairly broad bands are being used. Both Huete et al. (1985) and Elvidge and Lyon (1985)
showed that the soil background can have a profound impact and vegetation index values
with bright backgrounds producing lower vegetation index values than dark backgrounds.
Elvidge and Lyon (1985) showed that many background materias (soil, rock, plant litter)
vary in their red-NIR slope, and these variations seriously impact measurements of
vegetation indices. Then there is the problem of non-linear mixing.

28) What is “non-linear” mixing?

A) A lot of remote sensing analysis has been based on the concept of the Earth as spots
covered by differently-colored paint. When the spots of paint get too small, they appear to
blend together to form anew color which is asimple mixture of the old colors. Consider an
area covered by 50% small red spots and 50% small green spots. When welook at the
surface from far enough away that we can’t see the individua dots, we see the surface as
yellow. Different proportions of red and green dotswill produce different colors, and if we
know that the surface is covered by red and green dots we can calculate what the
proportions are based on the color we see. The important thing to know is that any light
reaching the observer has only hit one of the colored dots. That is linear mixing.

Non-linear mixing occurs when light hits more than one of the colored dots. Imagine a
surface with alot of small, colored bumps which stick out varying distances from the
surface. We can now imagine that light could bounce from one colored bump to another
and then to the observer. Now some of the light coming from the green bump bounced off
of ared bump first, and thislight will have characteristics of both the red and green bumps.
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Thereisaso light coming directly from the green bump that only bounced from the green
bump. If we could see thisindividua green bump, it would not look as green as it should.
Now, when the light from al of the bumps reaches the observer, the light looks different
than when the bumps were simpl e spots even through the proportion of the area covered by
each color is unchanged. (We are assuming that there are no shadows.)

A second way for non-linear mixing to happenisif light can pass through one material and
then reflect off another. Imagine a piece of translucent plastic with half of the area covered
by randomly placed translucent green spots placed on top of ared surface. Now light can
pass through a green spot on the plastic and then reflect off of the red below before
returning to the observer. Once again, the interaction of the light with multiple spots along
its path changes the character of the light coming from each spot. Once again the color
looks different than the linear case, which isjust the case when light cannot pass through

green spots.

The basic point is that non-linear mixing twists the spectra of the materials being observed
into different spectrawhich do not resemble any of the targets. This can magnify the
apparent abundance of amaterial. Consider the piece of translucent plastic with the
translucent green dots. If we put it on top of alow-reflectivity surface, very little of the
light that passes through the green dots will be reflected back, so al we seeisthe light
directly reflected from the green dots. Now we put ahighly reflective surface behind it, and
we see a brighter green because we now see both the light directly reflected from the dots
and most of the light which has passed through the green dots (which is green) isreflecting
back from the highly-reflective background. If we didn’t know better, we might think that
we just had more green dots instead of a brighter background.

29) Is the variation in the soil the only problem?

A) No. Many of the commonly studied areas with low vegetation cover are arid and semi-
arid areas. Many plants which grow in such areas have a variety of adaptations for dealing
with the lack of water and high temperatures. (Even plants growing in areas with relatively
cool air temperature have problems with heat regulation in dry climates since transpiration
isthe main way they keep cool.) These adaptations often decrease the amount of visible
light absorbed by the plants and/or decrease the amount of sunlight striking the plants
(hence the plants do not reflect as much light). These inherent qualities make arid and
semi-arid vegetation hard to detect unlessit is observed during periods of relatively
abundant water when awhole new set of adaptations to maximize plant productivity takes
effect.

30) What if | can’t get a good soil line from my data?

A) If you're working in an areawith high plant cover, this can be common. This makes it
virtually impossible to use the perpendicular indices or things like TSAVI and MSAVI 1.
However, NDVI isat its best with high plant cover, so it is still available to you. The
correction factor L for SAVI should be near O for this sort of situation, which makes SAVI
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equivalent to NDVI. MSAVI2 aso need no soil line. If you really want to use an index
which requires a soil line, you will need to construct it with field and laboratory spectra,
but thisis not an easy task, and really not advisable.

31) How low a plant cover is too low for these indices?
A) These are rules of thumb, your mileage may vary:
« RVI,NDVI, IPVI =30%
+ SAVI,MSAVI1, MSAVI2 = 15%
+ DVI=30%
* PVI,WDVI, GVI = 15%

The more uniform your soil, the lower you can push this.
Future directions

32) | hear about people using spectral unmixing to look at vegetation, how
does this work?

A) See question 22 for athumbnail description of linear mixing. Basically, you assume that
the given spectrum is alinear combination of the spectra of materials which appear in the
image. You do aleast squares fit to find weighting coefficients for each individual
material’s spectrum which gives the best fit to the original spectrum. The weighting
coefficients are considered to be equal to the abundances of the respective materials. For
detailed discussions of this see Adams et a. (1989), Smith et al. (1990), Roberts et a.
(1994) and Smith et a. (1994). There is also the highly sophisticated convex geometry
technique discussed in Boardman (1994).

33) Are there any indices which use high spectral resolution data?

A) Yes. Elvidge and Chen (1994) have developed indices of thiskind. They depend on the
fact that when you take a derivative of the red edge in the vegetation spectrum you get a
bump at about 720 nm. It is known that the red edge in be seen in high spectral resolution
data down to about 5% cover (Elvidge and Mouat, 1988; Elvidge et a., 1993). Three
indices were developed. Thefirst used the integral of the first derivative of the reflectance
spectrum over the range 626-795 nm. The second took the first derivative of the reflectance
spectrum, subtracted the value of the derivative at 625 nm and integrated the result over the
range 626-795 nm. The third index used the integral of the absolute value of the second
derivative of the reflectance spectrum integrated over the range from 626-795 nm. Of these
three indices, the first one was found to have greater predictive power than RVI or NDVI,
but less predictive power than SAVI or PVI. Theindex which used the second derivative
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has greater predictive power than SAVI and PVI. Theindex which used the difference
between the first derivative and the value of thefirst derivative at 625 nm had the greatest
predictive power.

Final question

34) What vegetation index should | use?
A) NDVI.

Nearly everyone who does much with the remote sensing of vegetation knows NDVI, and
its often best to stick to what people know and trust. NDVI is simple. It has the best
dynamic range of any of theindicesin this FAQ and it has the best sensitivity to changesin
vegetation cover. It is moderately sensitive to the soil background and to the atmosphere
except at low plant cover. To just take a quick qualitative look at the vegetation cover in an
image, you just can't beat NDV I unless you are looking at an areawith low plant cover.

PVI issomewhat lesscommoninitsuse, but it isalso widely accepted. It has poor dynamic
range and poor sensitivity as well as being very sensitive to the atmosphere. It isrelatively
easy to use, and finding the soil line isimportant for using some of the other indices. It
sometimes is better than NDV1 at low vegetation cover.

You really should probably use SAVI if you are looking at |ow vegetation cover, and if you
use a correction factor which is not 0.5 you had better be prepared to cite the Huete (1988)
paper and the fact the correction factor islarger than 0.5 for very sparse vegetation. MSAV|
isalso good, but it has seen very little use. If you have high spectra resolution data, you
should consider the Elvidge and Chen (1994) indices.

Remember that many of the indices which correct for the soil background can work poorly
if no atmospheric correction has been performed. If you are planning to seriously use
vegetation indices for amultitemporal study, you should take a close ook at the variability
of the soil, and you should do an atmospheric correction. There is some concern about
vegetation indices giving different values as you look away from the nadir, but this may not
be terribly seriousin your application.

Summary:

In order of preference for each type of sensor:
e TM or MSS (or any broad-band sensor)

1. NDV!I (or IPVI)

2.PVI

3. SAVI (top of list for low vegetation)

4. MSAVI2
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» High Spectral Resolution Data (e.g. AVIRIS)
1. First derivative index with baseline at 625 nm.
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Geophysical
Data Imaging
and Presentation

ER Mapper hasthe ability to process geophysical data, in combination with other software,
and enhance geological interpretation through its unique image processing capabilities.
The imaging can be an integral part of the interpretation process.

Author

Geoff Pettifer, Petroleum Unit, Department of Agriculture Energy and Minerals, PO Box
2145, MDC Fitzroy, Victoria, Australia.

Infroduction

This chapter describes the principles underlying geophysical imaging, with some examples
from the standard datasets supplied with ER Mapper. Fourier processing of geophysical
datais covered in Chapter 11, “Fast Fourier Transforms”.
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The approach taken is to consider first particular aspects peculiar to visualising
geophysical data as opposed to systematically pre-rasterised satellite data, specifically the
dynamic range and spatia distribution of geophysical data and the effects of gridding. The
applications of standard ER Mapper functionality (e.g. kernels, equations etc.) are
discussed in generalities including specific geophysical filters and then magnetics,
radiometrics, gravity, seismic and electromagnetics are discussed in some detail .

Throughout, the over-riding theme is to use geophysical images, preferably using all
available datain an integrated multiband dataset and with vector overlays showing the
origina datadistribution (bias) from which theimage was created by gridding. The latter is
important to enable recognition of meaningful data and spatial frequencies (as opposed to
gridding artefacts).

The use of an empirical and creative approach to combining and interpreting geophysical
datais made possible by the power of ER Mapper. If the proper empirical approaches are
used and due care istaken to relate to known geology, new rel ationships between, and
interpretations of, the geophysics and geol ogy, can be explored. The advantage of

ER Mapper isthat you can do ‘what-if's’ quickly and easily to see whether different
processing options are useful or not.

A significant advantage of ER Mapper is that the dataset is stored only once and any
processing to provide the different enhancements is defined in an a gorithm and
dynamically created on the screen as required. Thismeansthat no additional datastorageis
required if many different processing techniques are to be applied. The system is therefore
ideal for geophysical imaging.

Geophysical data, unlike satellite datais in real world unquantized values. ER Mapper
maintains data precision during all aspects of processing prior to quantizing them into 256
levels prior to display. Earlier image processing system were restricted in treating
geophysical data as they only operated on byte data.

Geophysical methods

There are five main types of datathat form the bulk of geophysical data collected and used
by geophysicists, and which are amenable to geophysical dataimaging and interpretation.
They are gravity, seismic, airborne magnetics, airborne radiometrics and airborne EM.

In addition to these five are topography, the simplest geophysical property of the earth plus
all ground based geophysical methods which can be gridded for imaging purposes.

Below is an explanation of some types of geophysical methods.

M agnetics measures the magnetic field over an area. Variations in magnetic composition
of rocks produce variations in the magnetic field which can be interpreted in terms of
geology to aid subsurface geological mapping to depths of several kilometres.
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Radiometricsisameasure of total radioactivity and specific el ements (potassium, thorium
and uranium) in the top 1 or 2 metres of soil and rock over and area. Near surface
geological and soil mapping can be aided using radiometrics.

Seismic methods are used in petroleum search to measure two-way seismic wave travel
time from the seismic measurement datum to subsurface geological boundaries of
significance. Variations in seismic velocity can be measured and reflect lithology porosity
and hydrocarbon content variations. Two way time imagery is arecent application of
imaging in seismic exploration.

Gravity measures the combined gravity effects of subsurface geological formations and
structure. Variationsin subsurface density produce variationsin the gravity field which can
help to interpret subsurface geology to depths of severa kilometres.

Airborne EM (electromagnetics) is an emerging geological mapping tool which measures
over many data channels the decay of an energizing el ectromagnetic field in the earth. EM
responds to electrical conductivity of rocksin the first few hundreds of metresin the earth.
Some airborne EM systems measure apparent conductivity of the earth at particular EM
wave frequencies. Creative imaging of this dataisin its embryonic stagesin 1995.

Other datasets to aid geophysical
interpretation

Geophysical imaging and interpretation is best carried out using and integrating, on

ER Mapper, al available raster and vector datato aid the interpretation. How these
ancillary datasets are generated (e.g. other mapping and gridding software packages) is an
important consideration. Fortunately ER Mapper supports awide range of raster grid (e.g.
Landmark, ECS, Geosoft, Sierra, Charisma etc.) and vector import (e.g. DGN, DXF, ARC/
INFO) and dynamic link (e.g. DXF and ARC/INFO) standards and in some cases (e.g.
Intrepid) ER Mapper links very closely to geophysical processing/mapping packages.

These ancillary datasets to aid interpretation can include:

Raster datasets
» Gridded topography/bathymetry (DTM)
e Gridded borehole depths
» Seismic velocity and attribute (e.g. amplitude, phase) grids
e Landsat
* Radar
e Gridded geophysical properties
» Gridded borehole data attributes
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Gridded aircraft altimeter and or terrain clearance
Gridded geochemistry

Vector datasets

Culture (roads, rivers etc.)

Flight line overlays

Contours of the geophysical data
Geophysical station and line locations
Seismic fault polygons and lines
Survey boundary polygons
Geological boundaries

Borehole locations

Mapsheets

Exploration licence areas

Thematic map overlays from mapping software via DXF or DGN formats

Gridding and imaging

Gridding of geophysical data

Geophysical data unlike other remote sensing datais not usually collected on a standard
grid (except for 3-D seismic and mining geophysics grid data). Geophysical dataisusually
gridded for contouring and imaging purposes. The gridding agorithms and criteria used
can have amarked effect on the geophysical image aesthetics and the subsequent fourier
operations and spatial filtering of an image grid.

Thereis considerable variation in the ability of gridding packages to adequately grid
various data coverage biases without introducing gridding artefacts, which affect the
integrity of images. Four main types of data distribution (and an infinite combination of
these) are encountered with geophysical data and these are shown in Figure 1.
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Figures

Fig 1a. Random point data (e.g. gravity)

Fig 1b. Random line data (e.g. 2 D seismic)

Fig 1c. Contour data, with faults (e.g. topography, seismic contours)

Fig 1d. Regular line data (e.g. airborne magnetics; 3-D seismic)
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Gridding isacomplex subject initself, but users of geophysical images need to be aware of
the possibility of gridding artefacts (e.g. one gridding a gorithm may be optimized for
random point data but perform poorly on contour data).

A simpleway to recognise gridding artefactsisto apply a sun angle to an image (which has
the “force_nosubs’ kernel set) and then overlay a vector dataset showing the original
geophysical data bias (points/lines/contours). Artefacts could include “ pimples’ at random
point data; “terracing” with contour data and poorly levelled magnetics; trends following
random line data; false (or conjugate) trends in directionally gridded data; “ scalloping”
along faultsin seismic data and the “ string of pearls’ effect on linear anomaliesin
magnetic images.

Once recognised, there are three choices with gridding artefacts. Thefirst isto minimize
them by regridding the data with a different gridding algorithm and different gridding
criteria. The second isto live with the artefacts and take account of them when interpreting
further enhanced images (particularly spatia filtered images which tend to amplify
artefacts). Thethird is to regrid the data with different gridding criteria and/or algorithms/
software, compare the various grids and choose the one most suitable for the application.

Image grid spacing and geophysical data spacing

With most gridding algorithms the optimum grid spacing is about 20% (one-fifth) of the
average data spacing (for aeromagnetic, seismic or contour data). This limit can be
extended to 10% in some cases.

Line collected data such as airborne magneticsis aspecia case where grid spacing relative
to line spacing and aong line dataintervalsisimportant.

Unlike satellite or airborne scanner data, airborne magnetic data has high spatial sampling
rates along flight lines (e.g. 8 to 50 metres) and lower spatia sampling across flight lines
(e.g. flight-line spacings of 200m to 5 km).

Typically, datais gridded to a grid size of about 20% of the flight line spacing (or 10% at
the limit). This means that in the gridding process the original magnetic datais often
subsampled along flight lines and high frequencies in the data may be |ost.

Furthermore, oversampling across flight lines may occur and false correlations and high
frequencies between lines may be created. Some contouring al gorithms attempt to cross
correlate anomaly shapes between lines, and are generally only good at enhancing one
trend direction. Others correlate anomalies poorly between lines and produce localized
“bullseye” anomalies related to flight lines. Linear “bullseyes’ or the “string of pearls’
effect are common for linear magnetic features, with many gridding packages.

These effects are most pronounced on regional magnetic data (at 1.5km line spacing). Also
improper choice of grid size close to the spatial frequency of near surface related magnetic
anomalies can produce ‘aliasing’ of the data (erroneous low frequency, deep body
anomalies) which cannot be ssmply corrected in the image.
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Resampling of Image data in imaging

Therelative pixel resolution between the geophysical grid to be displayed and theimage
window or hardcopy device isimportant. if the number of gridpoints (pixels) to be
displayed in an image exceeds the available display device pixels the geophysical grid on
disc will normally be resampled by ER Mapper before display and any equations or kernels
will be applied to the resampled data grid.

This can be acceptable for many image applications but in some circumstances can lead to
erroneous aliasing of the geophysical data. ER Mapper supplies a“force_nosubs’ filter
which ensures that no resampling of ageophysical grid from disk occurs before further
filtering and ultimate display.

Regular use of this option is recommended with geophysical imaging, even though it does
slow down redisplay speeds of large geophysical datasets.

A further useful facility in ER Mapper is the “smooth resampling” option which smooths
the display to the display or hardcopy device resolution to eliminate spatial quantization or
blockiness of the display image and enhance the aesthetics of the image.

General approach to geophysical imaging

The processing of geophysical data requires careful consideration of the characteristics of
thedata. The aim isto use colour to emphasize geologically important amplitude variations
and spatial relationships in anomaliesin the data. Processing the data without
consideration of the data limits, range of amplitudes and spatia frequenciesin the data
may produce artefacts or false anomalies from which erroneous geological interpretationis
made. Some of the considerations are described in the following subsections.

Visualizing Geophysical Data

Visualizing of geophysical datainvolves consideration of the dataintensity, spatial
frequency and processing aspects of the data. Human perception limitations a so influence
the care we must take in imaging geophysical data.

Variationsin geophysical intensity are best expressed in geophysical images by assigning a
continuous range of colours or ‘greytones' to the range of intensity values. The dynamic
range of geophysical data can be very large (e.g. 1000's of nanoTedlas in magnetics)
compared to the available colours (256 for 8 bit screens).

Colour perception

The dynamic range of the datain geophysical applicationsis far greater than either the
available colours or the final perceived colour differences. It isimportant to optimise the
images to emphasize some aspect of the data. The key point isthat atypical geophysical
data set will need more than one image to display its full information content.
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A number of algorithms are normally created which have different limits, transformations
and look up table choicesin order to interpret the dataset. Additional processing techniques
such as kernels (filters) and formulae (equations) may be applied to the dataset to further
enhance perception and to overcome possible dynamic range problems. Thisis discussed
in more detail later.

The limitations of hardcopy devices imposes further restrictions on the dynamic range of
the data. Colour variation and therefore perception varies considerably from one form of
hardcopy to the other. Being aware of the limitations of hardcopy devices alows you to be
critical of any hardcopy on which someinterpretation is being performed.

Variationsin geophysical anomaly spatia frequencies, relationships and continuity are best
displayed in grey tone (or colordrape) sun angle images.Many spatial filters used in
satellite image processing have limited use on geophysical data because of the generally
smoothly varying nature of geophysical data. Several geophysical filters are available in
ER Mapper to apply standard geophysical processing (e.g. upward and downward
continuation and spatial derivatives) and directional filtering.

Fourier processing of geophysical data by internal software and dynamic linking of
geophysical images to C user code are other facilities to enhance and aid geophysical data
visualization in ER Mapper.

Data Familiarization

Before beginning any processing and interpretation of the datait is necessary to familiarize
yourself with the data. Four common methods for examining the spatial/amplitude
distribution of data, apart from use of the image statistics, are:

non-cumulative histogram display

display of the data using a“water-level” color look up table
z-profiling

traversing

Non-cumulative histogram display

The non-cumulative histogram display (default histogram) shows an image statistical
distribution of data values. The cumulative histogram display shows the histogram
equalized cumulative distribution of data. Zooming to different areas enables a quick
assessment of valuesin different areas of the image. If regionsin the dataset are of
importance, use of the ‘inregion’ formulae to display particular region data only, can be
useful to visualize the statistical variation within ageologically meaningful area (e.g. a
geological unit polygon). Use of the ER Mapper vector dataset to region conversion
facility is useful to designate regions and prior consideration needs to be given to
maximizing the designation of meaningful areas as polygons in ancillary vector overlays.
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Waterlevel Color Look Up Table

A useful technique for examining the spatial distribution and limits of the datain an image
isthe use of a“waterlevel” colour look up table which partitions the range of datainto
three distinct colour ranges. Data val ues from the minimum to a predetermined threshold
are all blue. Values between this threshold and a higher threshold are greyscale, and values
from the upper threshold to the maximum are yellow. In effect all of the data values below
the lower threshold are below the water level and the yellow coloured values have been
partitioned above the upper threshold. These values can be discounted and the greyscale
values observed. So thelook up table behaves as abandpassin order to concentrate the mid
range values.

One useful techniqueisto display your datawith the “watercolor’ look up table, click to
limits and slowly increase the lower limit of the transform linear graph a ong the bottom of
the histogram display spreading the blue in the image. Similarly, the yellow in the image
will spread as the top cut-off in the datas linear transform is reduced in alike fashion.
Using the middle mouse to interrogate the top and bottom limits of the linear transform
curve identifies the grey area bandpass values. Typing in limits produces a similar band
pass image interrogation effect.

Z-profiling
Z-profiling (text or graph) indicates amplitude information for all bandsin adataset at once
and is useful for detailed interrogation.

Traversing

More useful than Z-profiling is the traversing facility of ER Mapper which can be used to
observe profiles across geophysical anomalies of interest. This can be applied to one
dataset band at atime but it is easy to switch between bands, other coregistered datasets
and to move the traverse around the image (e.g. along a linear anomaly strike to observe
anomaly change along strike)

Using Transforms to improve displays
You can apply transforms to your data to improve the display.

Limits to actual (linear stretch)

As adefault, data values from 0 to 255 are displayed using the 256 colours normally
available on screen. While this may be fine for satellite data with, for example, 256 integer
datavaluesin the range 0 to 255, the data range for geophysical datais usually much
greater than 256. Selecting Limitsto Actual causes the data values to be split up into equal
groups (alinear stretch) and assigned to the available colours.

Non-linear transforms

Other transformations (such as Gaussian, Histogram Equalize, 99% clip, 95% clip, real
time) emphasize different aspects of the data. For example, Histogram Equalize provides
maximum brightness.
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For the non-linear transformations each quantization colour represents a different length of
datainterval. Changing limits for a fixed stretch affects the displayed image. These effects
may include saturation or loss of detail in al or part of the image.

The effect of zooming on limits

When stretch limits are set to actual, the values used to define the stretch are those
displayed in the window. This means that if the image has been zoomed only some of the
data has been used to calculate the limits. If you pan to adifferent location in the dataset or
perform aZoom to All Datasets the transform may no longer be optimal.

Data viewing options

There are a number of ways to image and present geophysical datasets such as
aeromagnetic data. They are described below.

Pseudocolor Single Band Display
Pseudocol or single band displays contribute useful information when comparisons are
made with other pseudocolor displays.

Real Time Shading

While the use of pseudocolor shows the amplitude and illustrates some trends in the data,
more subtle trends can be emphasized using sun angle shading. ER Mapper provides
interactive shading so that you can change the elevation and azimuth with the mouse and
see the results straight away. Thisis known as Real Time Shading.

Shading or sun angle simulates the illumination of the data as if it was a topographic
surface. The position of the artificial sun which illuminates the data is specified by an
elevation and azimuth angle.

Sun angle shading emphasi zes trends perpendicul ar to and sometimes parallel to the sun
azimuth. Watch out for gridding artefacts which may be emphasized using this method.
Those trends which are perceptible at most azimuths, if not gridding artefacts, are the most
likely to be real trends.

Usethe ‘force nosubs' filter with realtime shading to see maximum resolution of subtle
trends.

Vertical shading (elevation 90 degrees) provides an unbiased display of the trends.

Note also that some data requires smoothing prior to sun angle imaging because of data
noise and gridding artefacts.

Selecting different display stretches such as Histogram Equalize or Gaussian Equalize
prior to shading produces a display with little or no difference in the shaded display.
Clipping using 95% and 99% limits has a noticeabl e effect. Clipping may be usefully
applied when mosaicing shaded images.

Shading with sun azimuth along flight line direction minimizes levelling problems.
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Example:
examples\Data_ Types\Magnetics And_Radiometrics\Magnetics Realtime_Sun_Shade

Color Draping

The use of the color drape display combines the advantages of directional information
available from shading and amplitude information shown by the pseudocolour. Again use
of the ‘force nosubs' kernel particularly in theintensity layer is recommended to maximise
enhancement of subtle gradientsin the data.

There are anumber of colour schemesthat you can use. These are selected using the colour
look up tables in the Algorithm window, for example, Rainbow1.

Colour draping over a vertical sun angle gives an unbiased colordrape effect.

Choice of display stretch for the intensity layer in acolour drapeisimportant. Data should
not be clipped. Histogram equalized stretch gives avery dark intensity background which
may appear OK on the screen but can display too dark on certain lower colour resolution
hardcopy devices. To solve this generally requires some experimentation with your own
hardcopy devices. The logarithmic stretch (curved upwards on the transform graph) is very
useful in reducing darkness in the intensity layer whilst retaining edge shadow. The skew
of data(i.e. to higher or lower limits of the transform) can affect the rel ative enhancement
of high or low spatial frequencies using alogarithmic stretch.

Often with high spatial frequency data (e.g. magnetics over surface volcanics) a colour
drape display is very dark and ineffective.

If data has awide distribution of amplitudes and spatial frequencies, use of the equations
option to divide the geophysical intensity spectrum into discrete contiguous bandpasses
enables multiple optimum sun angle stretches for each bandpass and maximum definition
of subtle trendsin widely variable data (e.g. topography data with steep mountains, gently
undulating plateaus and plains). This technique produces a black line at the edge of each
band passin the intensity layer however.

Colordrape (plus use of kernels e.g. ‘force no subs') trims the intensity layer of the image
because a 3 x 3 kernel is used for the sun angle. Use of the dummy 3, 5, 7 etc. filtersin the
pseudocolor layer can trim the pseudocolor to the intensity image layer. Holes in an image
are magnified by use of colordraping. This can be a problem with some datasets (e.g.
seismic faults containing null values).

The colordrape affords great flexibility in the colours used for draping. Colorbars used in
map annotation utilize the colour limits and distribution of the output transform in the first
active pseudocolor layer in an agorithm and do not display the intensity greyscales. For
this reason the colour bars appear brighter in colour than their corresponding coloursin the
image.

Example: examples\Data_Types\Magnetics And_Radiometrics\Magnetics Colordrape
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Filters

HSI

HSI provides an impressive metallic lustrous or dull continuous intensity background to a
hue/saturation colour image. The HSI display overcomes the quantization and darkness
problems of the intensity layer of a colordrape display.

Filtering of geophysical data can be done by fourier analysis methods or by use of spatial
filter methods. Filtering can be done in the fourier domain in ER Mapper (v5.0+) or a
geophysical package (e.g. AGP, GEOSOFT/GIPSI or Intrepid) or using the very limited
spatia filters supplied by ER Mapper. Filter methods will be discussed here, and fourier
analysisin Chapter 11, “Fast Fourier Transforms’.

Some filters, which are designed for cleaning up satellite images, are useful for crude sun
angle and image smoothing of geophysical data. These include smoothing, frequency, edge
enhancements and residual filters. Additiona filters designed specifically for geophysical
processing include the hanning filter and upward and downward continuation and second
derivative filters.

All filtering applied to geophysical should be preceded by aforce nosubs’ filter to ensure
the datais sampled at the original dataset resolution not the display device/window
resolution.

Below are examples of filters that can be applied to geophysical data:

Smoothing
Smoothing filters supplied with ER Mapper are:
hanning3

avg3

avg3l

avgs

avg7

avg_diag
avg h v
avg_hor
avg_ver.

These are used to smooth data noise and gridding artefacts, for example, for radiometric
data and pre sun-angle. The hanning filter is probably best suited to geophysical data.
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Frequency

Frequency filters may be highpass, lowpass or bandpass. Some ER Mapper supplied
examples are:

highpass 4
lowpass 4

These are derived pass filters at spectral wavel engths of approximately a multiple of grid
spacing. For example, highpass_4 passes high frequency (low wavelength) data with
wavelength less than or equal to approximately four times grid spacing. Thereisa 3 db
cutoff at 4 grid spacings.

Frequency filters may be useful in some cases, for example, to remove surface noisein
magnetics. Note the highpass filter shows edges in data but ringing effects are noted. The
low pass filter removes noise but retains alot of high frequency.

Edge enhancement/directional
Some examples of ER Mapper's edge enhancement/directiona filters are:
East West
North_East
North_South
North West
NorthWest 5
Sobel1l
Sobel2
South_East
South_North
South West
West_East
h_edge
h_edge 5
Laplacian
Laplacian5
sharpedge
sharpen
v_edge
v_edge 5
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Edge enhancement or horizontal gradients can be carried out on raw located magnetic data
or on the image grid. In most cases this can be done with a derivative technique. Edge
enhancements are always useful to define structure and in some cases the edge
enhancement filters highlight subtle structure better than real time shading. In other cases
the edge filters severely amplify gridding artefacts.

With magnetics data, anomalies edges are shifted to the north in the Southern Hemisphere
and to the south in the Northern Hemisphere. Thisis due to latitude effects on magnetics.
Edge detection kernels are best applied to reduced to pole data --> import to fourier
analysis package

Second derivative filters

There are a so approximate spatial second derivative filters, for example from Henderson
and Zeitz (Fuller, 1967):

hz10_2nd_deriv
hz13 2nd_deriv
hz1960_2nd_deriv

Note that you can try appending smoothing filters to second derivative filters. But these
filter responses are poor as they are approximate filters. The hz1960 filter is probably best.

Residual

Thesefilters highlight local anomalous values and can be very sensitive to gridding
artefacts in some cases:

low_frequency
residual 1
residual 2
thresh 3
thresh5

Continuation

The following filters are the only true geophysical frequency filters for enhancing low or
high frequency for deep or near surface sources.

up_cont_half
up_cont_1
up_cont_2
down_cont_half
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down_cont_1

down_cont_2

Note that:

On the Newcastle magnetics dataset downward continuation at 1/2 spacing (20m) enhances
WNW dykes and fractures well.

Downcontinuation 1 spacing becomes noisy, so apply/append avg3 and retry.

Down_cont_ 2 spacing is next to useless unless flying height is alot greater than grid
spacing.

Try appending 2 dc_half filters and compare with dc_1. Differences could be due to the
fact that filters are imperfect in response

Upward continuation has little effect on the Newcastle magnetics data other than to filter
out high frequenciesin data. Thisis useful for defining gross effects of major magnetic
bodies and filtering out magnetic noise, due to surface cover such as laterites and basalts.

Notes on the use of filters with geophysical data

For geophysical data, do not subsample because when processing and displaying images
you can apply the kernel before or after subsampling. For geophysical applications you
should normally apply the kernel to the complete dataset. To do this you must select
Process at dataset resolution in the Filter dialog box.

Use of Equations in Geophysics

There are a number of ways to combine data from different bands in the same dataset, by
using equations. They are:

M osaicing data with base level shifts. For example:
MagA - MagB + contrast

Ratioing. For example:

K/ Th ratio in radiometrics

or

(K-Kmin)/(Th - Thmi n)

Thisremoves arbitrary level shiftsin K and Th before ratioing. The latter formulais similar
to Dark/Black pixel subtraction in satellite imaging.

Show the Pseudo gravity effects of alayer using the Bouguer slab formulae. For example:
Bouguer slab effect of alayer = 2mpG x thickness
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where p = density (T/m3) and G = Gravitational constant.

Any empirical equation can be experimented with to try to enhance some aspect of the
geophysical data.

e Combining different data types. For example:
barometer - altimeter = DTM in airborne magnetics

e Classifying (see radiometrics).

Combining Filters and Equations

You can combine filters and equationsin any way you like. For example:

Pseudo - Vertical Derivative

You can take the up_cont_half of a dataset and subtract the dataset from it. Display this as
a pseudocolor image to see the pseudo-vertical derivative as a quick alternative to full
fourier processing for vertical derivative.

To do thisyou would create aformulawith “11-12”. In 11 you would have the original data
with aup_cont_half filter applied to it, whilein 12 you would have the original datawith a
vertical derivative filter applied to it.

Note that in this example the same band of the dataset is being used twice with different
processing applied toit.

C User code links

Geophysicists like to apply their own processing to their data. ER Mapper affords a degree
of flexibility to do thisto asmall grid of geophysical data adjacent to an image pixel,
through the C User code links facility. This facility passes adjacent pixel valuesviaan n x
n kernel (where n isan odd number) to an external processing routine which takes the
kernel values as inputs and returns a new centra (to the kernel) pixel value. An example
might be inner zone terrain corrections for gravity pixels using prism based modelling on
the coregistered topography grid of pixels. The standard ER Mapper manual s describe how
to construct your own C User code link.

Some standard kernels which employ external C code are supplied with ER Mapper and a
useful oneto try on your geophysical dataisthe “local_enhance” filter which allocates
maximum pixel brightness based on alocal histogram equalized stretch in a (31x31 sized)
kernel centred on the current pixel. Thisislike amoving AGC on the data, normalising all
data values to the range 0-255 and this maximizes subtle local effects. Use with care asthe
results can be quiet dramatic, especially where subtle anomalies are superimposed on large
anomalies. Again an empirical approach is recommended.
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Another filter isthe “majority” filter which works on 8-bit integer datasets like a
Classification layer from radiometrics data for example. The 3 x 3 filter chooses the
majority value within the filter area and replaces the central pixel with the mgjority value.
This can be used to “clean up” visually noisy classifications.

Other supplied filters can be found in the “ usercode” kernel directory.

Interpretation using annotation

The on screen annotation capabilities of ER Mapper enable interpretation direct from
images rather than from hardcopy. Intelligent use of the power of annotation can enable
quicker interpretation of one dataset and checking against other datasets. For exampleit is
possible to have two windows open in geolink mode, one showing magnetics the other
gravity for the same area. The geolinking maintains the same zoom between the two
windows. Annotating the magnetics interpretation vector and saving it regularly and then
reloading it over the gravity image and redisplaying in the ‘ gravity’ window enables
regular checking of the magnetics interpretation with respect to the gravity asthe
magnetics interpretation progresses.

Other interpretations and ancillary vector data (e.g. hydrography, data distribution) can be
overlaid in other coloursto aid on-screen interpretation. To further aid interpretation and
annotation the image mode can be changed between Pseudocolour, Colordrape and real-
time sunangle. Zooming enables detailed interpretation and full resolution not afforded on
hardcopy interpretation. Two windows (not geolinked) open on the same dataset, one at a
regional zoom the other on a detailed zoom gives a regional perspective to a detailed
interpretation of part of an image.

Topography, if available (with a hydrography overlay) is a useful other image window to
have open and geolinked during interpretation, as it often has an influence on geophysical
response, relevant to the interpretation.

Imaging magnetics

The magnetic data provided in the ER Mapper standard datasetsis a detailed, high quality,
airborne dataset from the Newcastle Range in north Queensland, Australia. Two datasets
areincluded: total count and vertical derivativeimages.

The vertical derivative datais not normally available and is used in the al gorithms bel ow to
illustrate the results obtainable from this processing. Additional algorithms provide a
processing technique which approximates the results avail able from vertical derivative
processing.
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Magnetic data collection

An aeromagnetics dataset is commonly captured using a Caesium Vapour Magnetometer.
Typical parameters of amodern detailed magnetic survey are:

Flight-line spacing 200 m
Along line sampling 8 m
Tie-line spacing 2000 m

The data may have diurnal correction, levelling and IGRF correction applied.The final
dataset will generaly be gridded, for example to 40 m x 40 m cells.

Effect of Depth on Anomaly Shape

Magnetic signals are strongly influenced by the depth of the magnetic body. Magnetic
anomalies from shallow bodies usually show high spatial frequency, whereas anomalies
from deep bodies exhibit low spatial frequency. As agenera rule, the “sharper” an
anomaly the shallower the causative body.

Reliability of Gridded Magnetic Data

Many factors affect the reliability of magnetic image grid data, which needs to be
considered when analysing magnetic images. The gridding process to produce the grid is
crucia because magnetic datais often highly spatially variable and may exhibit several
systematic directiona trends.

Available contouring algorithms vary considerably in their ability to adequately grid
magnetic data without producing artefacts. The gridding artefacts are noticeable
particularly when applying kernels (or filters) to the grid that enhance the derivatives,
edges or dope of the data surface. Real Time shading can amplify gridding artefacts. Often
there isno simple way to overcome these artefacts other than to apply an averaging filter to
the grid prior to Real Time Shade or other kernels.

Data Levelling Artefacts

Magnetic dataaong flight linesis“levelled” to eiminate altitude clearance differences
effects and diurnal variations between adjacent flight lines. Levelling corrections are not
always effective particularly on earlier regional data and can produce “striping” or
“stepping” effectsin the data. Sun angle images with sun illumination across line direction
enhancesthe effect of levelling errors. [llumination along line direction is most effectivein
minimizing the visual impact of levelling errors.
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Effect of Aircraft Altitude

In rugged terrain constant survey altitude can not be maintained and causing low aircraft
ground clearance over ridges and high clearancesin deep valleys. Thisis particularly
severe with fixed wing surveys, less so with helicopter surveys. Magnetic responseis
related to distance from the aircraft and this means there is often a negative correlation
between radar altimeter and magnetics. Therefore imaging of the aircraft radar altimeter
gridded data may be useful in interpreting the magnetic image.

In favourable circumstancesa DTM may be available or can be constructed from the
aircraft barometer data, altimeter data and ground contours for calibration purposes.

Grid Manipulation of Magnetic Data

Grid filters for upward and downward continuation of magnetic data to enhance deep or
shallow magnetic anomalies can be used on magnetic data. The bulk of geophysical
filtering on magnetic data must be donein the fourier domain in ER Mapper or in an
external magnetics mapping package (e.g. AGP, Geosoft / GIPSI or Intrepid).

ER Mapper can import and display raw and fourier domain processed grids from
geophysical software. Once imported upward and downward continuation filters can be
applied. ER Mapper provides the facility for this by filters for upward and downward
continuation at one-half and one grid spacing, band pass and strike filters (M ufti, 1972; and
Fuller, 1967).

Airborne radiometrics imaging

The radiometric data provided in the ER Mapper standard datasetsis a detailed, high
quality, airborne dataset from the Newcastle Range in north Queensland, Australia.

Radiometric data

Radiometrics is airborne ground geochemistry of the selected elements K, Thand U. A
radiometrics dataset usually includes datafor K, Th, U and Total Count. Typical datasets
will have along-line sampling at 60 m intervals and a crystal volume of 33.5 litres. Listed
below are factors that influence radiometric data collection and image reliability.

Survey accuracy and calibration

The accuracy of radiometric data depends on the size and counting statistics of the
counting crystal used in an aircraft and the flight line spacing.
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Earlier BMR regional surveys of Australia are at wide line spacing (1.5km) using very
small crystals and generally only Total Count and possibly the potassium channel are
statistically significant. Levelling of this early datais poor by modern standards also,
however, because of the widespread availability of this early regional survey datait can be
of some use in the absence of modern data.

Commonly, modern radiometrics exploration uses close line spacings of 200 - 400 metres
(or less) and large crystals of 33.2 litres or 16.6 litres.

Radiometric surveys are typically calibrated to local standardsfor internal consistency and
the unique response of the aircraft system used. Matching disparate radiometric surveys
with different crystal volumes, aircraft and flying heights can be a problem. Only recently
are attempts being made in Australia to standardise radiometric surveys between aircraft to
units of equivalent ppm K, U and Th, based on the Canadian experiences.

Ground resolution

Survey dtitudes affect survey resolution. Regional surveys aretypicaly 75 to 150 metres
ground clearance with atypical “field of view” or detector effective swath width of about
400 to 500 metres. With 1.5 km line spacing thisleaves some 1 km of ground between lines
uncovered by radiometrics and data has to be interpolated in the gridding process that
generates the gridded data from the raw line data. Typically, pixel sizesfor gridded
regional data are 100 to 300 metres.

With detailed survey data of about 250 metre line spacing and 80 to 100 metre ground
clearance (or less), the detector “swath” from adjacent flight lines overlap and provide
more or less continuous coverage of the ground. Typical pixel sizes of detailed data are 50
to 100 metres.

Asaresult of large possible range of ratios of line spacings to swath widths and the
statistical nature of the data, gridded radiometric data needs to be interpreted in
conjunction with aflight-line overlay.

Image Striping

Radiometric corrections of airborne radon are not always effective and image “ striping”
can be a problem. The stripes are not ssmply related to grid lines on the image but flight
lines on the original data. Generally, corrections need to be done on the original flight data
and the data needsto be regridded to minimize or eliminate “striping”. Thisisin contrast to
satellite data striping which is generally grid line related. Satellite image destriping
methods may not be fully effective on radiometric data.

Aircraft Altitude

Altitude of the aircraft measured by the radar altimeter isimportant in determining the
reliability of radiometric data, especially in mountainous terrain. As agenera rule if
aircraft ground clearance exceeds 250 to 300 metres, radiometrics data corrections for
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deteriorating radiometric signals at certain heights are unréiable. Thus, in mountainous
terrain, deep valleys show noisy, unreliable or erroneous radiometric signals, and mountain
tops, where survey aircraft atitude is often lower than the average altitude, show strong
radiometric signals.

Also, atitude, or more correctly terrain shape/curvature affects radiometric signals. Valleys
tend to “focus’ or increase radiometric signals artificially and ridges tend to “disperse” or
decrease radiometric signals artificialy.

Altitude can a so affect radon “noise” in the data due to near ground radar inversion layers
and this can be evident for radiometric data flown in early morning. Uranium channel
responses may show a positive correlation with altitude.

Thus, given the importance of altitude for data qudity, where available, agrid of atimeter
(ground clearance) datais useful to help interpret the reliability of the airborne radiometric
dataimages.

Geology, mineralization and soil mapping

Different types of geology have particular radiometric “signatures’ associated with them,
where a“signature” is a combination of high and low densities of different bands of data.
To look for areas of likely mineral deposits, the signature of an area of known depositsis
studied and then other regions are searched for similar patterns. Radiometricsis also
particularly useful in environmental studies mapping the regolith and mapping soils for
agricultural and soil salinity studies.

For example, BHP Pty. Ltd. initiated the airborne survey for epithermal gold explorationin
the Newcastle Range Volcanics, Australia (see the Newcastle Range airborne dataset
supplied with ER Mapper). The classic target signature is magnetic lows and radiometric
potassium highs indicating possible hydrothermal alteration of the volcanics.

Example algorithm:
examples\Data_Types\Magnetics And_Radiometrics\Radiometrics Magnetics RGBI.alg

Interpreting Radiometrics Data
In ER Mapper, radiometrics can be used in innovative ways for geological mapping.
Typical ways for showing radiometrics data are:

Asan RGB combination of Potassium, Thorium and Uranium (K, Th and U).

Note that the industry standard for radiometrics RGB display isK for Red, Th for Green
and U for Blue. The least important data, which is Uranium, is sent to the blue gun asthis
isthe colour that the eye isleast sensitive to.

As apseudocolor image of asingle band. For example, K, Th, U or Total Count)
Asaratio of two bands by using formulae.
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In combination with other datasets such as magnetics. For example, with radiometrics as
color and magnetics data as an intensity layer or vice versa.

NOTE: Interpretation of radiometric data (like satellite data) without ground truthing is not
advised.

Ratios
Ratios can be displayed as single bands. Such as:

K/ITh (K- K mn/Th- Th mnin)

and

U Th, KU

In interpreting radiometric data, ratios are useful for the following reasons.

Ratios of channels in radiometrics have been used to diagnose or enhance various
geological features, for example, for mineralization and clay types. These
examples include:

K/Th
U/Th
U/K
Th*K/U
Th/iK
Th/U
K/U
U*U/Th
K/TC%
ThITC%
U/TC%
U*TC/Th

Generally an empirical approach has been used. Actually any combination is empirically
valid provided noise levelsin the data do not dominate and proper empirical approaches
are used.

Example algorithm:
examples\Data_Types\Magnetics And_Radiometrics\Radiometrics ratio K_Th

They are useful to highlight a geological feature which may otherwise be almost
indistinguishable from another feature on an K, U, Th and KUTh RGB image.
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Note, ratios differentiate where simple bands do not. For example, carboniferous granite
hasasimilar K, U, Th and TC response to ignimbrites of the similar age. However, granite
shows agenerally lower U/Th and higher Th/U than the ignimbrites. But K/Th and Th/U
aresimilar. Also U/K islower and K/U higher for many granites compared to iginimbites.

3 Ratios can also be used as a classifier.

But, generally ratios arein the form of “(A-A min)/(B-B min)” because of negative
minimum response. Thisis similar to dark pixel subtraction in Landsat atmospheric
correction.

4 Ratios can be normalized.

Note that ratios also often sharpen geological boundaries for structural control of features.
You can set up ratios by editing the formulafor alayer, typing in the formula (for example,
“11/127), setting the inputs to the appropriate bands and rescaing the output.

5 Ratios can be combined. For example, RGB radiometrics over VD or DTM. Ratios
can be used any other way you would like to combine the data.

Ratio Combinations (RGB)
Almost an infinite variety of RGB ratio combinations is possible and generally more than
oneis needed to define all geology.

Combining Radiometrics and Other Data

Radiometric data can be combined with Landsat TM, magnetic and other data. It is best to
have a Digital Terrain Map to interpret radiometric data because soils can be transported
downslope or throughout catchments, away from source rocks.

It can al'so be useful to overlay streams or river vectorsto identify transported claysin
valleys. For example, create a colour drape image with magnetics data as colour and
radiometrics data as an intensity layer or vice versa. Alternatively, use the RGBI image
with Potassium, Thorium, Uranium and Magnetics.

Radiometrics and Satellite Data

Combination of radiometric images with good satellite data (e.g. TM, SPOT) can enhance
soil classification and enable swamps and water bodies to be identified (Wilford et al,
1992). With similar pixel sizes and different vegetation responses detail ed radiometrics and
TM data complement each other well as the information they can potentially provide.
There is much scope for applied research and experimentation in combination of satellite
and radiometric data.

Classification and Principal Components
Other processing that can be applied to radiometric dataiis classification and principal
components.

Classification involves taking a large dataset with many variationsin it, for example, many
bands with many variable levels and dividing it into a small number of classes. You can
either identify individual known types of mineralogy and then let ER Mapper compute the
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probable mineralogy for the rest of theimage, asin supervised classification, or have

ER Mapper automatically identify separate classes to which you can then assign probable
identities.

In radiometrics, different geology and soil have different K, Th, U concentrations which
might reflect underlying in situ geology or transported soils.

Notethat if people want to classify on other than single bands, for instance ratios, they
must first save as avirtual dataset, define regions and statistics for new datasets, and then
classify.

It isalwaysimportant to try to classify radiometrics to see what it looks like. There are two
techniques:

Supervised classification. Where you can use maximum likelihood or mahal anobis the
interpreter can define training regions where you are confident of known uniform geology
and areasonably uniform response and use ER Mapper to classify the entire image into
these training region classes.

Unsupervised classification. Where you can use an arbitrarily small number of
classifications, for example, 10 or 20. If you use more, you will havetrouble differentiating
between the different classes.

Principal Components. Principle components are only useful where you have multiple
bands of data. They are very difficult to interpret but may be of usein an empirical
approach. You can be fairly sure that PC1 will show you the most common changes from
the perspective of the radiometric data, even though it is not clear what those changes are.
Therefore, PC1 can highlight prominent featuresin the area. Thefinal PC, in radiometrics,
which is generaly PC4, normally has most noise. Because Uranium is most noisy, most of
the Uranium noise will end up in PC4. You may want to look at the other principal
componentsto see if they highlight strong features. Again an empirical approach using
ground control (geological and / or soil mapping) is advised.

Principal components analysis on 3 band radiometrics (K, Th, U) and 4 band radiometrics
(K, Th, U and Total Count) may be worth experimenting with to see which is more
empirically useful.

Seismic reflection data imaging

Seismic data images supplied with ER Mapper are from a 3D seismic dataset

Infroduction

Seismic imaging first started with 3D data (Tilbury and Bush, 1991) and has been used for
2D data. Care must be taken in preparation of the images to get a satisfactory result.
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2D seismic data

Most available seismic horizon datais 2D data collected along a random series of lines. It
isinterpreted on a seismic workstation (e.g. Landmark, Charisma or GEOQUEST) where
it can be exported asagrid or asinterpreted horizons. Because of the large line spacings
between 2D lines the grids produced by seismic workstation software are adequate for
workstation interpretation guidance purposes, but they are mostly not suitable for imaging
because the gridding algorithms may not be optimal for imaging. Export of the 2D seismic
two-way time horizon data and fault polygon data to a seismic mapping package (e.g.
Petroseis, Zycor or Radian CP3) is recommended for image quality gridding.

Also gridding of time thicknessis problematical and probably needsto be done on the
horizon time difference datarather than subtracting the two horizon grids. Care needsto be
take in both horizon and time isochron gridding with gridding with faults, across faults and
in small fault blocks where little seismic control is available. The better the contour/fault
editing capability of the seismic mapping package, the better its fault gridding capability
(e.g. ability to assign two-way time values around fault polygons) and the better its ability
to incorporate interpreter guidancein the attainment of afinal grid / contour, then the better
thefinal image result.

3D seismic data

3D seismic horizon datais growing in usage and volume and is readily exported asagrid
from workstations to ER Mapper. With 3D data the grid resolution is so fine that pixelation
at the 3D grid resolution using the gridding capabilities of the workstation producesimage
quality grids. With 3D data various seismic attributes can be exported to ER Mapper along
with average and interval velocity grids.

Grids and fault polygon transfer to ER Mapper is necessary to successfully image the
seismic data. ER Mapper’s capability to import from the workstations directly is growing
rapidly. Links to the seismic mapping packagesisviaascii grid format transfer and DXF
vector format or user shell scriptsfor polygons. Once in ER Mapper the individual horizon
and isochron (time, velocity and attribute) grids need to be combined in a multiband
dataset (with other data e.g. topography/bathymetry, gravity, magnetics) for analysis.

Imaging two-way time data

Pseudocolour or Colordrape images with solid fill fault polygons are a useful presentation.
DXF (linked or imported) contour and seismic shotpoint map overlays can be instructive
also. A reverse linear transform portrays shallow times as reds (structural highs) and
deeper times as blues/ violets (structural lows). For isochron data the normal linear
transform shows thickest formations in reds and thinnest formationsin blue/ violet.
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Creative operations on seismic image data

If velocity grids are bands of the seismic ER Mapper dataset, use of simple ER Mapper
formulae can effect simple depth and formation thickness conversions.

Datuming of any horizon and aggregating of minor seismic units (e.g. between major
unconformities) can also be easily effected. Ratioing of formation thickness can enhance
relative thickness and aid in an understanding of geological activity (e.g. relative fault
movement, deposition and erosion) throughout time.

Attribute data can be colordraped over atwo-way time structure (or formation isochron)
intensity layer. If multiple attribute data related to physical properties of formations and
sufficient well datais available, then the statistics and classification capabilities of

ER Mapper affords possibilities for experimentation with new methods to determine
hydrocarbon indicators.

Dip and Azimuth Displays in Seismic

ER Mapper enables dip and azimuth displays to be generated for 3D and 2D horizons
(though beware gridding artefacts on 2D horizons). Several standard algorithms are
provided under the “Application_seismic” directory and an azimuth lookup table gives the
standard display look and feel (Dalley et al, 1989). The dip agorithm gives adisplay
similar to a static sunangle.

Example algorithms:

* examples\Data Types\Seismic\Horizon_Azimuth.alg
» examples\Data Types\Seismic\Horizon Dip

Data integration

Most importantly, previously disparate datasets (seismic, topography/bathymetry,
magnetics, Landsat), all of which contribute to the structural understanding of an area are
now easily integrated and available, to enhance the seismic interpretation by joint
interpretation and comparison in ER Mapper. Figure 2 below shows an example of an
integrated dataset from a study in the Otway Basin, Australia (Pettifer, 1992).
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Gravity imaging

Gravity datais available in Australiafrom AGSO National Gravity database and can be
supplemented with new data. Old and new data, if properly tied to the IGSN71 gravity
datum (gravity units used are in micrometers sec-2) and AHD height datums can be
combined and regridded at any appropriate Bouguer reduction density for display as an
image. Older gravity data may be referenced to the earlier Potsdam gravity datum and bein
units of milligals and need conversion to the IGSN71 datum and then combination with
IGSN71 data and total regridding before imaging.

Offshore gravity data can be displayed as Bouguer anomaly (with water replaced by the
Bouguer density) or free air gravity. Bouguer anomaly onshore with free air anomaly
offshore is acommon convention.

Gravity image displays and spatial frequency

Gravity data (unlike magnetics, seismic, or any line collected data) is usually much sparser
in data coverage, leading to lower spatial frequencies in the data.

Thus gravity datais particularly suited to colordrape imaging. Depending on gridding
artefacts, structural trendsin gravity data can be greatly enhanced with colordraping.
Minimum curvature gridding seems to give the best gridding with least station related
“pimple’ artefacts.

ER Mapper Applications 147



Chapter 7 Geophysical Data Imaging and Presentation e Gravity imaging

Asthe spatial frequenciesin the gravity data only reflect the gravity data coverage, gravity
images are best studied in conjunction with other higher spatially sampled datafor an area
(e.g. magnetics, topography etc.) to gain a better appreciation of near surface geological
variation. Use of agravity station vector overlay is highly recommended to understand the
spatial frequency deficiencies and possible artefacts of your gravity image.

Vector Overlays

Gravity images can be displayed with geological boundary overlays, and station position
overlaysimported as DXF from geophysical mapping packages (e.g. AGP, Geosoft/GIPSI,
Intrepid, Petroseis).

Gravity and Bouguer density choice in imaging

Gravity data can be affected by terrain and if topography images are available, idealy they
ought to be combined with the gravity data. Apart from terrain correctionsin gravity,
incorrect and/or variable Bouguer (terrain) density can give terrain correlated specious
anomalies which mask the subsurface gravity effects. The Nettleton method of
minimization of the correlation of Bouguer gravity with terrain can easily be effected over
an entire image area or areas of uniform geology with ER Mapper in a gravity/topography
multiband dataset. In the discussion that follows terrain corrections are ignored.

Bouguer Gravity combined with free air gravity, topography and/or bathymetry in a
multiband dataset enables calculation of Bouguer anomaly at densities other than that used
in the original Bouguer anomaly calculation on the point gravity data prior to imaging an
gridding, using the equations capability of ER Mapper and the equations in gravity.

Bouguer gravity = Free air gravity - Bouguer plate correction
This reduces to:
BA gnshore = FA - 211pG X elevation

BAoftshore = FA + 2IPG(Pwp - Pwate) X Water depth
where p,,, = Water bottom density; pyqter = Water density; and G = Gravitational constant.

Using the “ Save As Dataset” option a new multiband bouguer anomaly dataset can be
created containing topography and bouguer anomaly calculated by the formulae above at a
range of plausible densities for the area (say 1.9t0 3.3 T/m3 at 0.1 T/m3 intervals). If
geological boundaries are available and shared in ER Mapper as attributed polygons within
an ERVEC vector dataset, the polygons (preferably labelled by a geological name) can be
imported as regions to the multiband bouguer anomaly dataset.
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Calculation of statistics on the bouguer anomaly dataset will then enable analysis of the
correlation of gravity and terrain for regions (ALL or individual geologica regions). From
this analysis a better bouguer anomaly image can be facilitated by a better choice of
density. Use of the crossplotting facility will aso enable avisua assessment of terrain/
bouguer anomaly correlation as well for various densities.

A word of caution: typically atopography image may be based on more data than the
gravity image and therefore contain higher spatial frequenciesthan the gravity. In this case
grid the terrain data from the gravity data alone using the same gridding agorithm and
criteriaand both topography and gravity should have the same spatial frequencies.

Gravity stripping

The above mentioned bouguer plate correction can also be used to enable a crude form of
gravity stripping where subsurface depth horizons are available for an image area (for
example, from seismic and tracehole data in sedimentary basin areas). Gravity stripping
can be effected by calculating the approximate total effect of each layer at an appropriate
density, and subtracting it from the free air gravity.

This technique can identify where gross gravity effects are coming from within a
sedimentary basin but can introduce errors and artificial trends in the stripped gravity data
at faulted edges of subsurface layers where the bouguer plate assumption breaks down.

A more rigorous approach to gravity stripping (or whole geology modelling) involves 3D
modelling of terrain and is beyond the scope of this discussion and most gravity
interpretations extant in the literature today. The NODDY software package enables
forward modelling of gravity for complex structures and integrated seismic / gravity
surveys/ modelling is becoming more frequently used in the petroleum industry, so no
doubt this area of gravity interpretation will evolve with arole for creative imaging in the
interpretation process.

Gravity Profiling

Gravity profiles can be extracted from a gravity image using the profiling option. simple
cross-sections can be digitized or existing vectors can be chosen for the profile (for
example seismic traverses, flight paths or roads).

Dynamic links to user code

Dynamic links to user code enable further innovative use of ER Mapper with gravity and is
an areaworthy of further exploration. Crude nearzone terrain/water bottom connections of
bouguer gravity is one example where the user code link could be useful.
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Geophysical filters in gravity

Geophysical filters (previously discussed) can be applied to gravity data (for example,
upward continuation). Downward continuation filters must be used with caution.

Airborne electromagnetics imaging

Resistivity

Earth resistivity is primarily afunction of the interconnected porosity of the rock, the
amount and quality of contained water, and degree of saturation. Electronically conductive
minerals such as metallic sulphides which have very low resistivities generally contribute
little to bulk resistivities of earth materials unless present in large quantities. Thus, earth
resistivity isnormally determined by ionic conduction through the pore spaces of rocks.

Intrusive rocks have low porosity and much higher resistivities than sediments. A
sandstone aquifer, if saturated with fresh water, might have intermediate values. The
presence of clay minerals aso will lower resistivities significantly because of their surface
electrical properties.

EM imaging

Airborne EM data varies from early time-domain (pul se decay) 6 channel INPUT data
through to the modern SALTMAP and GEOTEM I11 multichannel systems. Apparent
conductivity or raw channel voltage datais gridded as per conventional airborne
magnetics. The sheer volume of data from amodern airborne EM system has seen amove
toward 3D imaging asin seismic 3D, so it remains to be seen where the near futurerole for
conventional image processing in fixed wing time-domain airborne EM. Certainly

ER Mapper’s multiband dataset capability and equations capability isideal for imaging
this data.

Helicopter bird EM systems (e.g. Dighem) use multifrequency EM to enable arange of
effective depths of investigation and the data from these systems are readily amenable to
gridding and ER Mapper imaging. These systems are popular in Canada. There are few
case histories to establish an extant practice of imaging of EM data.

Ground based EM systems imaging

Mining grid geophysics often uses multichannel time-domain EM (e.g. SIROTEM,
ZONGE, Geonics) and frequency domain EM (e.g. Geonics EM 34) systems, al of which
can be gridded and imaged with other geophysical data.
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Topography

Surface topography is another geophysical anomaly method amenable to use with image
processing in exploration. Curiously, apart from airphoto interpretation for geological
structure and some geomorphologica studies, there has traditionally, been little use of
topography as another “geophysical” property to be used for interpretation purposesin
geological mapping or exploration.

Topography and bathymetry: surface elevation, isthe simplest of al physical Z values that
can be attributed to an X,y position on the earth's geologica surface. Surface elevation is
therefore arguably the simplest measurable geophysical property of the earth. The earth's
surface is the current day unconformity or disconformity and its shape is determined by
current and previous geological processes. It can therefore be reasonably expected that
knowledge of that shape combined with other surficial and interpreted subsurface
geological and geophysical properties or attributes, may considerably enhance the
understanding of local and regional geology.

Erosionisthe principal agent of formation of the shape of either a subsurface or the surface
topography unconformity, smoothing the topography, producing. low spatial frequency,
long wavel ength topographic anomalies. Steep structural relief on the present day surface
or an older subsurface unconformity surface, may be related to structure, either directly by
new faulting or by reactivation of existing older and deeper structure or by differential
settlement (often manifest along pre-existing faults) and this produces high frequency,
short wavelength topographic anomalies.

This wavelength separation of topographic anomalies makes topography, like other
geophysical techniques, amenable to enhancement, detection and interpretation using
standard imaging techniques. In the case of sedimentary basin exploration topography/
bathymetry imaging is directly analogous to two-way time imaging.

Sources of topography data

Sources of digital elevation datafor gridding, detailed mapping and imaging of topography
and bathymetry, include topographic contour data, benchmarks, boreholes, cultural
surveys, bathymetric surveys gravity stations and seismic traverses.

Fortunately, in parallel with the digital and computing revolution in geophysics, there has
been an increase in the availability of digital terrain datafrom non-geophysical sources. In
Australia spot height, contour and gridded terrain datais now readily available from
national mapping authorities like the Australian Land Information Group (AUSLIG) or
State mapping authorities from 1:100000 and 1:50000 scale mapping. |n geophysically
acquired topography the advent of GPS spot and continuous navigation in areadily useable
digital form haslead to arevolution in topography geophysics (e.g. terrain models are a
routine by-product of airborne geophysics).
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Another potential source of datais unmigrated digital terrain derived from airborne
geophysics, which has potentially a higher data density than AUSLIG data, but until
recently, has not been given the quality control attention needed to make it of sufficient
accuracy. SPOT satellite derived terrain models area another potentia data source.

If al these data sources are utilised, then topography has the highest data density of any
geophysical technique over the earth's surface. It is essentially “everyman’s geophysics’.

Topography in combination with other data

Topography is best used with other data. Draping of geophysical anomaly pseudocolour
over terrain intensity is the most obvious application.

Use of terrain datawith the shallowest seismic horizon and aweathering vel ocity enablesa
surface to the shallowest time horizon time to be calculated if necessary.

Combination of topography with geophysical anomaliesis desirable to eliminate near
surface effects on other geophysics.
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Since 1991 WMC Mineral Exploration Division has followed a strategy of decentralizing
its Image Processing functionality into its Regional Exploration offices. To be able to do
this effectively required Image Processing software which could be easily learnt and used,
yet retain sufficient flexibility and functionality to be able to cater for the sophisticated
user. Each regional office has between 2-5 gigabytes of geoscientific data, and the amount
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of dataisincreasing at an alarming rate, as high resolution airborne geophysical datasets
and other geoscientific datasets are acquired or become available from State and Federal
Government Exploration initiatives.

The vast amount of datato be processed and analyzed biased the hardware choice towards
Unix workstations. The image processing software package chosen was ER Mapper,
developed by Earth Resource Mapping in Perth. The package met all the criteriaat thetime
and has continued to develop in a direction which has enhanced its functionality in the
mineral exploration industry.

Today ER Mapper is used by exploration geophysicists, geologists and geochemistsin
their own offices on a daily basis. Typically different geoscientific datasets in different
forms are overlain at chosen scales, and relationships between the datasets are interpreted
in terms of mineral prospectivity.

The dataforms are raster or vector. Raster datasets are obtained by gridding of data
gathered along lines onto an equidimensional grid (e.g. Airborne Geophysical mapping
software or Geographical Information Systems).

Case studies of the use of ER Mapper in the exploration office follow.

Displaying geochemical data

Soil geochemical data gathered on lines 200m apart, employing sampling along the lines of
40m was gridded using carefully selected parameters that best honor the data. The
equidimensional grid or mesh interval is40m. The data was displayed using a pseudocolor
look up table in which warm colors were higher values and cooler colors were lower
values. The transformation from input gridded geochemical valuesto screen display values
(normally ranging from O to 255 for an 8 bit display unit) was achieved viaalinear
function. Thisistypically referred to asalinear stretch. Many elements can be measured in
a soil geochemical survey, and the grid of each element can be displayed asaband in a
manner analogous to the bands in a Landsat image.

Combined geochemical data

Different gridded geochemical elements can be added together or ratioed, and referenced
to other geoscientific datasets, given that the datasets use a common map projection.
Generally use is made of the elements Nickel and Copper in Nickel exploration, and the
range of values are referenced to airborne magnetic datasets. Magnetic high values can be
caused by ultramafic rocks which host known nickel mineralizations. Coincident Nickel,
Copper and magnetic highs are seen as encouraging.

For example you can show Nickel plus Copper grid values as pseudocolor overlain on a
filtered version of gridded airborne magnetic data, displayed as intensity or tonal
variations. In this case high values appear as white or lighter tones and low values appear
as darker tones.
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Geochemical fused with Landsat

The same gridded geochemical dataset can be referenced to Landsat datain asimilar
manner. For example, you can overlay geochemical dataon band 1 of Landsat data, which
records the reflected electromagnetic energy from the earth’s surface in the 0.485 micron
wavelength part of the spectrum. This part of the spectrum is sensitive to the presence of
iron oxides at the surface, which isimportant when interpreting the significance of the
variations of the geochemical data.

Conclusion

These are 3 simpleillustrations of how ER Mapper is used to help process, visualize and
analyze geoscientific datasets in the WM C exploration offices. Even though ER Mapper is
increasing its computational functionality and visualization aids it is retaining its easy to
learn and easy to use interface. The user now needs to be able to harness and direct this
power in the direction of exploration effectiveness. Efficient softwareis useless unlessit is
used effectively, and thisis the challenge to the user issued by such a product as

ER Mapper.
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For the at least the last 40 years, geophysicists involved in trying to extract information
from aeromagnetic surveys have been designing of ways to speed up the process (Werner,
1953; McGrath and Hood, 1970; Gerard and Deberglia, 1975; Kilty, 1983; Shi, 1994).
There are basically 2 main requirements for this to happen:
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» A robust computationally efficient and fast mathematical algorithm, which will calculate
solutions for each anomaly. As al interpreters know there are generally a number of
possible solutions which can fit the aeromagnetic data for each anomaly. Hence for large
surveyswith ahigh density of anomalies there can be an enormous number of solutionsfor
each survey.

* A way of displaying the results of the above processin a manner where the interpreter can
then rapidly judge, based on his or her knowledge and experience, which solutions are the
most appropriate for the anomalies in the specific Geological environment.

The Geophysicd literature is abound with answers directed at the first requirement, but
very few have effectively tackled the second requirement. Those that have, have typically
not addressed the Three dimensional nature of the anomalies effectively. This note
attempts to redress that limitation.

The semi-automatic interpretation
algorithm

The algorithm used for the purpose of this paper is the improved Naudy Method, whichis
described in detail by Shi (1994). In essence the program triesto fit a number of two
dimensional modelsto each anomaly encountered along aline of data. The models are
those of athin horizontal sheets, avertical contact and athin vertical dyke. For each
selected anomaly along aline, several calculations are made for different windows of the
line data, for each model. For each such calculation a degree of fit is calculated, termed a
similarity coefficient, which is an indicator of the degree of mathematical fit between the
calcul ated response and the measured line data. Each anomaly typically has several lines of
data acrossit. Thus for any one anomaly there are often several models suggested by the
program.

The program is applied in two stages. Thefirst is one of selecting appropriate anomalies
for more detailed analysis. The second involves doing the more detailed analysis.

Abbreviated time and motion study of the
interpretation process

To attempt to put thisinterpretive process into a time and motion context, | have assumed
that the average Mineral Aeromagnetic Survey has 3 independent magnetic anomalies per
sguare kilometre (a conservative number for some geological environments). Each
anomaly has on average 3 lines of data defining the anomaly (roughly assuming aline
spacing of 200 meters) and that to analyse each anomaly, 3 different windows have been
used and 3 different models (see above) used for each of the windows. These simple
assumptions indicate, that for each square kilometre of surveyed ground (or for each 6
linear kilometres), there are 81 potentia solutions suggested from such a semi automatic
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interpretation process! It is not difficult to thus see how Professor David Boyd (Personal
Communication) derived his estimates of interpreting aeromagnetic data at arate of 16
kilometres per hour for surveys flown for Mineral Geophysics!

Traditional interfacing of algorithm output
with data and interpreter

Traditionally the output from the program has been in profile form (Figure 1).

Total Magnetl Intenslty {nT}

AUTOMAG example, Initial Dyke: h=50 w/2=50 dx=10m N=31

T T T 1
718000 713000 720000 721000

Dlstance
Values of similarity coefficient

Final depth-estimates: § pks
Hl

mm

200

187

300

Depth (metres)

400

500

Figure 1 A typical output from the Naudy Aeromagnetic Semi Automatic
Interpretation Algorithm.

Thisisdifficult to work with as:

e Itdoesnot allow the interpreter to appreciate such critical information as strike direction or
extent of the anomaly, the plan form of the anomaly, exactly where the line being analysed
iswith respect to the location of the anomaly peak, and other such information as the
geological setting of the anomaly.

» Itradically compresses the geometrical significance of the interpretation into a set of
somewhat abstract symbols. (For instance a dyke is shown as a box whose dimensions are
independent of the interpreted dimension of the model.)
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In this traditional interface, the interpreter has to have access to alarge number of paper
maps and plans, which can make the job cumbersome and slow. Now this map and plan
information is available digitally and can be displayed on the same computer as that which
does uses the Semi Automatic I nterpretation algorithm, very easily using such programs as
ER Mapper.

Interfacing with ER Mapper

ER Mapper has the capacity to display both vector and raster information. Importantly in
this context isits ability to store efficiently a number of bands of raster information. We
also use ER Mapper’s formula capability to help sift through the solutions output from the
Semi Automatic Interpretation algorithm.

For the sake of brevity we consider only the output from the second part of the interpretive
process. However it should be noted that a very similar style of interface can be easily
applied to the first stage of the interpretive process, anomaly selection. The output consists
of asimilarity coefficient, sample window length, depth, halfwidth, susceptibility and dip
estimates for each body type. Thisinformation isloaded into different bandsin an

ER Mapper BIL file. That isBand 1 will contain all and only similarity coefficients for a
selected body type and sample window, Band 2 may contain the Depth estimates
associated with the similarity coefficient (that is the similarity coefficientin band 1is
derived from amodel which has a depth to source that is recorded in band 2), Band 3 the
half width estimates, Band 4 the Susceptibility estimates, Band 5 the dip estimates (etc.).

Thisinterpreted output from the analysis stage may then be quickly displayed and analysed
by aninterpreter, so that afinal interpretive map can be constructed. The different modes of
display of the selected out put are:

» Thenumerica output in each band can be displayed as a number in vector form (Figure 3,
4 and 5). The number iswritten to the immediate right of the point of calculation, with the
point of calculation being shown asasingle dot. This capability isviaadynamic link which
can allow the user to make such decisions as, show all the interpreted vertical contacts
which are interpreted with a degree of fit better than some chosen level within certain
geographical bounds

* Theoutput in each band can be displayed as strip raster information (Figures 2, 3, 4 and 5).
The strip represents the least square best fit line, fit to the true flight path of the plane when
gathering the data. When displayed in this manner it is possible to use selective stretching
(that is using carefully chosen minimum and maximum values), as well as the formula
functionality, for example, showing all depth estimates greater than 200 meter, and/or
showing all bodies with interpreted susceptibility less than 5x103 Sl units by assigning a
value of 255 to Band 99 (say) in aposition where those modelsfit this criteria, or avalue of
0 to those positions where models do not fit that criteria

All of these displays can be superimposed onto various maps of the data, including raster
images (Figures 2, 3, 4 and 5) or flight path or stacked vector plots of the aeromagnetic
dataor its derivatives (e.g. second horizontal derivatives, the analytical signal or reductions
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to the pole) or in fact on maps of any pertinent Geoscientific information (e.g. topography,
drilling isopach maps, geological outcrop maps, or regolith maps), so that the experience
and knowledge of the interpreter/s can be quickly put to work, to derive afinal
interpretation. The interpreted widths can be plotted (Figure 2) in strip raster form over the
pseudocolored Total Magnetic Intensity (TMI) without regard to the degree of fit or
appropriateness of the model. Theinterpreted depths from all dyke models with exhibiting
agood fit can be plotted (Figure 3) as numbers (below the sensor, in meters) and
superimposed on a pseudocolored TMI image. The horizontal raster strips show the
selectively stretched similarity coefficients for each of the model fits. White and red
colours within this strip indicate a good fit, blue represents a poor fit. Similarly dip
interpretations are shown in Figure 4 (dip in degrees measured clockwise form the
horizontal), and magnetic susceptibility (vaue arein * 102 Sl units) in figure 5. The fina
interpretation can then be drawn on the screen using ER Mapper annotation system and/or
adigital map symbol library linked to ER Mapper.

L1
1Ha IL ] __
Figure2 Interpreted widths output from Figure 3 Interpreted depths output from
the Improved Naudy Semi Automatic the Improved Naudy Semi Automatic
I nterpretation Algorithm for the magnetic Interpretation Algorithm assuming a
dyke modd. Thewidths are displayed as magnetic dyke model. Thedepthsare
white horizontal bars, and are superimposed displayed as meters below the sensor,
on a pseudocolored raster image of the TMI. and are superimposed on the pseudo-

colour raster image of the TMI.
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Figure 4 Interpreted magnetic susceptibility

output from the Improved Naudy Semi

Automatic Interpretation Algorithm assuming

amagnetic dyke model. The susceptibility

values are displayed asin Sl units (*107%), and
are superimposed on a pseudocolor raster image

of the TMI.

Figure 5 Interpreted dips output from the
Improved Naudy Semi Automatic Inter-
pretation Algorithm assuming a magnetic
dyke model. Thedipsaredisplayed asthe
degrees of dip, when measured clockwise
facing north and are superimposed on a
pseudcolored raster image of the TMI.

The output from this interpretation, specifically geometrical and magnetic susceptibility
information, can then be written to another file which can be input into quantitative
magnetic modelling software such as ENCOM’s MODELVISION. An exact mathematical
calculation can then be performed and amore detailed and specific interpretation can be

performed if needed.

Summary

The functionality in ER Mapper can be easily used to increase the efficiency and
effectiveness of interpreting semi-regional to regional aeromagnetic data. These gains are
achievable by interfacing a suitable semi-automatic interpretive algorithm, like the
Improved Naudy method, with numerical and appropriate visualisation in amanner which
allowstheresults of this analysisto be reconciled with the three dimensionality of the data

aswell as other datasets.
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Absitract

In this study ER Mapper has been used with the Ingres Geology Database to construct
dynamic links to increase exploration effectiveness. Over thirty dynamic links from
ER Mapper to different portions of the Central Norseman Gold Corporation (CNGC)
Ingres geology database have been developed to date.

Infroduction

The great need for an integrated, team approach to achieve successful exploration goals has
been emphasised by many workers. This team consists of geologists, geophysicists and
geochemists directly, and other key units such as data clerks and drafting staff indirectly.
All provide a data processing service for the exploration effort depending on their field of
expertise.
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The team may be together, but is the data from each individual source together, and easily
accessible by other team members? The answer in the past has been to spend large amounts
of time preparing and updating numerous hardcopy plansto display the relevant data. Now,
the increasing power of workstationsis enabling large amounts of datato be processedina
short period of time. Thus, it isbecoming increasingly viable to examine the datawhilst in
adigital form through image processing.

Western Mining Corporation (WMC) has chosen ER Mapper (Earth Resource Mapping)
and Ingres (Ingres Corporation) as the corporate standard image processing and database
package respectively. Over thirty links from ER Mapper to different portions of the CNGC
Ingres geology database have been devel oped to date. These have proved popular and are
commonly used every day, with requests for further data integration links accommodated
when possible. This case history aims to outline the method of data integration utilising
ER Mapper and Ingres at CNGC, with several examples.

Advantages of digital data integration

The advantages of dynamic links are many:

» Only onecopy of dataexistsin the database and this copy isaccessible by anyone. This
is unlike the situation where many plans exist for the same dataset(s) with al of different
vintage.

» Updatesfrom asingle authorised input source are automatic to those who usethe
database. This ensures that users always receive the most up-to-date copy of the data.

» Scaleindependence. Dataisautomaticaly registered toitscorrect position and scale onthe
screen, and is readily usable at regional or prospect scale.

» Interpretation is made easier and more thorough by simultaneously displaying all
available data (or combinations thereof) for an area of interest.

* Quality control of new dataison-going viacomparison with other known ‘ clean’ datasets.
* Moreé€fficient use of time.

Conversely, there are not many disadvantages to digital data integration, except maybe the
need to learn how to use the relevant computing packages.

Data Integration at CNGC

Asthe percentage of exploration under cover increases, geophysical methods become of
great importancein targeting and lithological mapping. Modern, ultra-detail ed geophysical
surveys generate vast quantities of digital datathat must be used efficiently and effectively.
Software (including ER Mapper) hasto be created to handle such processing using desktop
workstationsin real time. A major feature of ER Mapper isits ability to simultaneously
display vector and raster data, thus enabling integration of data from multiple sources and
types.
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At CNGC, the Ingres database will eventually store all non-geophysical data (it currently
stores drill hole, geochemical, leasing and target data). Data integration is achieved by

extracting data from Ingres, and using ER Mapper as the display and manipulation tool
(see Figure 1).

VAX .
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Corporate Modem Data Entry
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ER Mapper Link Water Analysys
Drill Rig Data
Image Processing<¢———®| | easing
Sun [ Sun | Sun
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Coreldraw
Ilustrations
PCNFS
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Figure 1 - Schematic diagram illustrating technical hardware and data flow.
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What is SQL?

SQL (Structured Query Language) is the mgjor high-level, non-procedural database
language used in commercial data processing, and is the industry standard (ANSI) for

relational databases such as Ingres. With SQL statements, the user tells the database what

he/she wants; then the database determines how to obtain the information or how to
compute it. Use of SQL does not require any previous programming knowledge.

The user trandates a criteria structured information request into valid SQL commands. An

example could be: Extract all the aircore drill holes currently in the database that

intersected ultramafic rocks and were drilled after the 1st of July, 1993, with nickel assays
greater than 10000 ppm.

Depending on how the database tables are linked together, the required SQL could be;

SELECT DI STI NCT startdate, hol e_type, key_type, ni _val ue% requested data fields
FROM dri || _source dso2,drill _rock_code drc,drill_assay das %use |listed tables as

search area
VHERE

dso2.startdate > ‘01/07/93 AND

dso2. hol e_type like ‘Al RCORE%
drc. key_type like ‘U% AND
das. ni _val ue >10000

AND

% Foll owi ng are the search criteria:
% holes drilled after 1/7/93

% hol e type must be aircore
%ultranmafic criteria

% ni ckel assay over 10000 ppm

Thereis no limit on the length or number of constraints placed in the SQL request. The
above query may be entered interactively through the database server program or
submitted in batch mode as acommand file. The retrieved datais then written to the screen
or an output file.

Data storage considerations

In order to have acceptable response times to reasonably complex database queries,
significant thought must go into the way in which the datais stored. At CNGC, query time
has been kept to a minimum predominantly by performing the body of the query overnight,
and simply storing a pointer to the output value in another table. These dynamic link tables
have been indexed on northing, and hence have short interrogation/extraction times via
geographic area. This method of updating the dynamic link tables saves the database server
searching through the entire database every time.

An example is the Maximum Gold Value in Hole link routinely used at CNGC. The
database server stores the maximum gold assay found in each drill hole in atable with the
hole’s coordinates once every week. This entails searching through every drill assay for
gold per hole and determining the maximum. If this search was to be performed every time
an image was redrawn in ER Mapper, the time taken to compute/extract the relevant data
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would be enormous and quite unacceptable. By utilising the dynamic link tables described
above, the desired data search has already been completed, hence extraction and plotting is
accomplished in minutes

Dynamic link construction

All database links developed at present work in the same general manner. The required
datais primarily searched for by area, with further restrictions/criteriaimposed in the
actual database query (SQL). To facilitate easy extraction of data not necessarily to be
utilised solely by ER Mapper, a C program containing embedded SQL statements has been
written by B. Plath. This program takes minimum and maximum eastings and northings, a
datatype, and output filename arguments on the command line. Upon execution, the
program constructs the SQL query and submitsit to the database server. The data matching
the SQL search criteriais then written to the output ASCI| file, an example of whichiis
reproduced in Appendix B. This datafile may be utilised by other gridding, contouring and
plotting packages.

Two broad classes of external link currently exist - these have been termed hardwired and
interactive types. Although both classes extract data from the database according to the
genera rules listed above, each goes about this task in a different way.

Hardwired

In thislink type, data extraction is performed by area (the active ER Mapper image
window) and is displayed according to pre-set PostScript rules within the Bourne shell
script. A good example of thisisthe End of Hole Geology link (see Appendix A). The
primary geological rock code logged at the end of the hole is extracted for every drill hole
within the image area (see Appendix B). The extracted datais then read by the link script
record for record, and a plotting colour determined by the geological rock code according
to the standard WMC legend.

Interactive

The most recent external link development has involved interactive entering of SQL script
(file or keyboard input) into an ER Mapper overlay. The entered SQL may be altered
between each display, allowing easy graphical comparisons between the requested
datasets. Thislink type searches the database directly using afull query constructed by the
C program. Query response time is acceptabl e because the more complex data restrictions/
constraints (compared to a hardwired link) entered interactively ‘sift’ the data quite
efficiently.
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Overall, response time for each link typeisin the order of afew minutes. It is quite
common however, for the desired data to be extracted before large raster datasets have
completed display within ER Mapper. In this case, no extratime is needed for the external
link to be performed.

The current computing configuration at CNGC will soon be greatly improved with the
addition of afaster workstation to solely run Ingres. The main image processing machine
will then not have to perform the database extraction, increasing the efficiency of the data
integration process enormously.

Dynamic operation within ER Mapper

In order to reduce confusion and the effort needed to extract data from the geological
database, the dynamic linking function has been incorporated into ER Mapper utilising
familiar X-Window buttons under the intuitive Add menu. Data integration is then as
simple as ON/OFF, the internal intricacies quite invisible to users with limited computer
literacy (save for operating ER Mapper).

Hardwired

For Hardwired links, the generated ER Mapper overlay is TRUECOLOUR, meaning that
colour information is determined by the link, inside the PostScript plotting routines. This
results in numerous pre-set choices depending on the data displayed and the standard
colour scheme used.

Interactive

At present, the generated ER Mapper overlaysfor Interactive links are displayed in
MONOCOLOUR, meaning that al data points satisfying the database search criteriaare
plotted on the screen in the colour selected using the colour button. Thislink type will
change to TRUECOL OUR in the near future, when the PostScript has been modified to
become intelligent enough to recogni se the data type (e.g. geology or geochemical assay) it
is plotting. Colour definitions will then be stored in the database, and become internally
generated and invisible to the user.

After adding an Interactive link, the user must supply the ‘where’ clause of the SQL query
(see What is SQL? above) before the data extraction can commence. The table linking and
variable string definitions (these are standard for each table) are automatically performed
by the SQL -building C program. Clicking on the chooser button activates the SQL query
entry window.

For example, the SQL query:
drc.key_type like ‘W6 and drc.key_field in (*RK, ‘W)
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will extract all drill holes that have intersected either weathered (WR) or fresh (RK)
ultramafic.

The user may a so enter the name of afile containing the desired SQL ‘where’ clause (e.g.
‘@ultramafic.sgl’). Alternatively, ‘ @file’ may be entered as the query, which in turn
presents the user with an X-Window chooser listing all compatible SQL files.

The user may zoom and change the query as desired - the link script isintelligent enough
to detect changesin the active image area or query, and extracts data only when necessary.

Example: Talbot Island

Talbot Island is an active nickel exploration project situated 18 km NNE of the Norseman
town site. This site has been chosen to demonstrate external database dynamic linking
because various different digital datatypes exist in this area. Among these are multi-
element surface soil and drill core assays, detailed geological rock descriptions, and
physical drill hole characteristics.

The nickel potential of Talbot Island was first recognised by McGoldrick (personal
communication to S. Peters, 1990, 1991) and then later by CNGC personnel (Offe,1992)
after reconnaissance rock chip sampling returned highly anomalous nickel assayswithin a
komatiite. Detailed soil sampling has been undertaken over amenable portions of the
island, and has defined several strong anomalies (see Figure 2 below). The link to Ingres
extracts al nickel soil geochemical assays in the active window, and displays them colour
coded according to pre-defined threshold limits as outlined in the legend. The green vector
overlay contains major topographic features, such as the island outline and the lake edge.
Theinternal lineon theisland isthe dune (west) and subcrop (east) boundary. Overlaidin a
sand brown colour is the slightly out of date causeway/access track system on the island.
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Figure 2- Map depicting Nickel Soil deposits

Also present in thisimage are dynamic lease boundaries. These boundaries have been
stored within Ingres as separate straight line segments along with lease type (e.g. surveyed,
reserve, Aboriginal site) and drawing attributes (e.g. line style, thickness, RGB colour).
The tenement boundary link extracts all line segmentsfalling wholly or partialy within the
active image window, creates the PostScript code to display them on the screen from the
relevant attributes, and then reports all leases found to the user viaan X-window interface,
which may be dismissed or printed. Aslong as the surveyors keep the Ingres database
updated with the current leasing information, the need for messy and time-consuming DXF
fileimportsis eliminated.

Existing drilling information is an essential layer of datato be integrated with geophysical/
geological interpretation and when further drilling is to be planned. Numerous hardwired
links to the drilling database have been devised, one of which is demonstrated here. Collar
and drill hole trace dataiis useful to anayse portions of ground aready tested, and also to
indicate areas of untested potential within the project area (see Figure 3). The surface
projection of each drill holeis calculated from depth, dip and azimuth data extracted by the
link, and then displayed as a straight line approximation. The hole type (e.g. aircore,

174 ER Mapper Applications



Chapter 10 Custom-built Dynamic Links e Example: Talbot Island

percussion, diamond) is tested by the link script, allowing hole types to be distinguished
viadifferent colours on the screen. A link that displays colour-coded collars and hole
identifiersis also available.

i’g% 83/84 GEOPHYSICAL CASE HISTORY - Drill Hole Traces

é{:j
@‘/ H & .cnar m% 2.2 HEE! FLEpitom

Figure 3 - Map of Drill Hole Traces

A broad scae geological interpretation can be generated and integrated with raster data by
examining the geology logged at the end of the drill hole. A hardwired link to the rock
code database extracts the key geological rock code for the end of hole (EOH) one metre
sample from each drill hole within the active image area (see Appendix B). The link script
tests the rock code (see Appendix A) to determine the standard WM C colour, and then
displays arelevantly coloured cross at the collar position (see Figure 4). Thisdisplay is
obviously an incorrect projection if the holeis deep and shallowly-moderately dipping
(e.g. adiamond hole). Correction to calculate the actual XY positional coordinate will take
place in the near future. In the meantime, the EOH geology display should be viewed
alongside the drill trace display for the same area, so the user is aware of when the dip
factor isimportant, thus allowing the necessary mental correction to be made.
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Figure 4 - Map depicting End Of Hole samples

When planning aircore/percussion drilling programs, it is desirable to be able to predict the
expected hole depthsin order to estimate the number of holes that can be completed per
shift. To facilitate this, ahardwired link has been created to a database table that stores the
depth to the Tertiary/Archaean boundary for all existing surface drill holes. This data may
also aid geophysical datainterpretation. For example, gravity datais influenced by the
depth of semi-consolidated Tertiary sediment, so if the geometry of this veneer of low
density rock is known, some effort may be afforded to correcting for its effect. Magnetic
depth interpretation of Archaean sources can be strengthened by aircore holes indicating
large depths of Tertiary over the anomaly with respect to surrounding areas.

Asisexpected at Talbot 1sland, the depth of Tertiary is small because the Archaean rocks
crop out (or subcrop) in the immediate island vicinity (see Figure 5). The depth scale
shown is probably too coarse to be relevant in theisland vicinity, but the aircore holesin
the SE of the image have penetrated Tertiary with depths between 40 and 60m (see yellow
crossesin Figure 5).
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Figure 5 - Map depicting Depth of Tertiary Sediment

Theinteractive SQL links are the newest and most versatile yet developed at CNGC. As
described above, they require the user to enter the SQL ‘where’ clause which restricts the
data extracted to fall within certain criteria. At Talbot Island, it isimportant to know which
holes have intersected fresh ultramafic. The appropriate ‘where’ clause to obtain this data
would be:

drc.key_type like ‘W6 and drc.key field =

where key _type matches all rock codes beginning with U (e.g. USOL, UACT, UTSM) and
key_field must be equal to RK (correspondsto fresh rock; conversely, WR isthe weathered
rock code). This query will match afresh ultramafic intersection anywhere in the hole
because no constraints have been put on the depth at which the intersection may occur. The
output is adisplay of the collars of al holes matching the where clause criteria (see
Figure68). It is evident that there are quite a few. Of interest is the discrete magnetic
anomaly immediately to the west of the island shore. A fence of vertical aircore holes was
drilled to intersect the anomaly source (see Figure 3). Of these nine holes, five encountered
ultramafic in the last metre of the hole (see Figure 4). Only oneintersected fresh ultramafic
and is situated on the western-most end of the traverse (see Figure 6). This data suggests
that the serpentinite source of the magnetic anomaly has not been thoroughly tested.
Consequently, surface diamond hole ETS 5 (see western-most blue trace on traversein
Figure 3) has recently been completed to explain the magnetic anomaly source.
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f;v; 83/94 GEOPHYSICAL CASE HISTORY -Intaracilva SGL

Figure 6- Interactive SQL-1

By incorporating drill assay information into the display, a subset of holes shown in Figure
8 define the nickel anomalous regions, allowing correlation with geophysical and other
datasets. To demonstrate this, all drill holes having maximum nickel assays greater than
1% (10000 ppm) occurring in fresh ultramafic have been extracted from the database. The
‘where’ clause query used was:

drc.key_type like ‘W6 and drc.key field = ‘' RK
and da.element = ‘NI _PPM and max(val ue) >= 10000

Five drill holes satisfied the above criteria within the coordinate extents of the image
window (Figure 7).
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Figure 7 - Interactive SQL-2

When viewed in conjunction with Figures 2 and 3, it can be seen that the diamond hole has
intersected a mineralised zone not seen in the rock chip/soil sampling, and the four
percussion holes have tested the best part of the NE-trending soil anomaly at depth.

Future implications

There isno limit to the type of datathat may be stored in modern relational databases.
Already at CNGC, thereis amove to enter al new exploration target information into the
database, whilst al so entering the backlog of historical targets when time permits. With this
information readily on hand and easily graphically displayable, problems that have
previously occurred such as targeting old, aready targeted areas, will cease to exist. This
facilitates afar more efficient use of time.

Time consuming tasks such as Form 5 reporting will require less effort in the future if the
data can easily be obtained from Ingres and verified graphically with ER Mapper.

Other data types planned to be stored within Ingres at CNGC include:

down hole geophysical data (e.g. DHEM, petrophysical logs)

existing geophysical survey boundaries and survey parameters

digitally scanned bitmaps (e.g. thin section photomicrographs of EOH rock units)
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e existing and planned mine designs
» topographic elements (e.g. roads, creeks, clearings)
» accounting information (e.g. current and required lease expenditure)

Ways of increasing the efficiency of the database links within ER Mapper are constantly
being investigated by ER Mapper technical support and CNGC computing/geophysical
staff. If demand is great enough (the potential is certainly enormous), Earth Resource
Mapping may even consider designing/writing a multi-functional direct link to Ingres
(bypassing ASCII file step) similar to the one they have just written for ARC/INFO.

Conclusion

This document has aimed to outline the method of digital dataintegration devel oped at
CNGC, which utilises links between an Ingres relational database and ER Mapper image
processing software. The link process requires two steps.

1 Data extraction from Ingres facilitated by embedded SQL commands within C
code.

2 Display within ER Mapper involving both Bourne Shell and PostScript
programming.

Two classes of dynamic link (Hardwired and Interactive) have been devised to date, with
the total currently available exceeding 30 different options. With Hardwired links, no user
input isrequired. Activating an Interactive link allows the user to control the data extracted
from Ingres by entering SQL commands.

The ability of data integration to help manage time more efficiently, and aid in more
thorough and realistic interpretations is exciting, and obviously a mgjor factor in the future
direction of mineral exploration. A small demonstration of the power of this approach has
been outlined with several different data types existing within the Talbot Island Nickel
Project. The example used here is commonplace and used every day at CNGC.

Future development of dynamic database linking to image processing software will take
place as the need grows. Thiswill involve CNGC computing/geophysical staff, MIS, and
possibly Earth Resource Mapping programming personnel.

References
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Appendix A

EOH Geology HARDWIRED Dynamic Link for ER Mapper (Bourne Shell)
#!/ bin/ sh

ernps_34_i ngres COLOUR- CODED EOH GEOLOGY

CREATED: S.Crosato (June ‘93)
MODI FI ED: S.Crosato (April ‘94) added | egend

EOH geol ogy information is extracted fromlngres (key rock code only)
and then di splayed as col our-coded points at the collar location on the screen
usi ng standard WMC geol ogi cal |egend col ours where possible.

This script runs an Ingres query enbedded in a C program
(witten by B. Plath) that enables inmage extents from ER Mapper
to be passed for data extraction. Format is:

ingres_2 xyz.exe 1 mi nEAST maxEAST ni nNORTH nmaxNORTH out put fi | enane

script code 1 max gold in hole

2 max gold in Tertiary
3 max gold in Archaean
4 depth to top Archaean

etc.
$TLX, $TLY, $BRX, $BRY are vari ables containing top left x, y
and bottomright x,y coordinates of the active ER Mapper
i mage.
Qutput is the ASCII file ermingres_interface.txt which is renaned to
sonet hi ng nore neani ngful before being inported i nto ERMapper and
di spl ayed using PostScri pt.

Any errors trying to run Ingres are redirected to STDOUT

For the specified table, expects 3 columms in the format:
EASTI NG NORTHI NG ROCK_CODE
Argunents (see ER Mapper mamnuals for full details):

123456789 10 11 12 13 14 15
cmd datumproj’'n coord units rotation tlx tly brx bry canvasw canvash dpi X dpi Y file

T HHHHFHHHBFHEHFHRHFHFEFFEFFREHFFEFFREHEEFERSEFEE TR SR

if [ $# -ne 15 ]
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t hen
echo “$0: Expected 15 Dynamic Link argunments.” 1>&2
exit 1

fi

cat <<EOF

% PS- Adobe-1.0

% Table Circle dynamic link for table file $FI LESPEC

% Args: $*

%

EOF

# Grab the argunents and set themup in neaningful variable nanes.

NAVE=$0 # nane of program mght change with the |ink
COMIVAND=$1 # shoul d be “postscript”

DATUM=$2 # geodeti c datum nanme

PRQIECTI ON=$3 # projection name

COORDTYPE=$4 # type of coordinates (EN, LL, or RAW

UNI TS=$5 # Units (eg: METERS)

ROTATI ON=$6 # rotation

TLX=$7 # top left x coordinate

TLY=%$8 # top left y coordinate

BRX=$9 # bottomright x coordinate

shift 9

BRY=$1 # bottomright y coordinate

CANVASW DTH=$2 # window width (0 on init)

CANVASHEI GHT=$3 # wi ndow height (0 on init)

DPI X=$4 # x dots per inch (0 on init)

DPI Y=$5 # y dots per inch (0 on init)

FI LESPEC=$6 # file spec or choice string FILESPEC=/usr5/ermapper/

dat aset/ Dat a_Tabl es/ EOH_geol _key. dat
FI LESPEC="echo $FILESPEC | tr -d \"  # bypass quotes

TLY="echo $TLY | cut -c1-10" #take first 10 chars to make conpatible
BRY="echo $BRY | cut -c1-10° #w th defined char strings in SQ query.
TLX="echo $TLX | cut -cl1-10°

BRX="echo $BRX | cut -c1-10"

#.oo.... Ingres |ink
cd /usrb5/ ernmapper/ dataset/ Dat a_Tabl es
NEWFI LE=0  #set newfile to true (default)

if [ -f bounds34.txt ] ; then
read MAX_N1 M N_N1L MAX_E1 M N_E1 < bounds34.txt
if [ “STLY" -le “$SMAX_N1” ] && [ “$BRY” -ge “SM N_N1" ] && [ “$TLX" -ge
“SMN_EL" ] && [ “$BRX" -le “$MAX E1” ]
t hen
NEWFI LE=1
echo “ERM I NGRES |ink: Using existing data file EOH geol _key.dat” > /dev/
consol e
el se
echo “ERM I NGRES |ink: New bounds not contained in existing data file
EOH _geol _key.dat” > /dev/consol e
fi
fi
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if [ SNEWFILE -eq O] ; then

echo “ERM I NGRES | ink: Extracting data fromlngres ..... (ECH geol _key.dat)” >
/ dev/ consol e

echo “Usi ng bounds: $TLY $BRY $TLX $BRX’ > /dev/consol e

$I NG_EXES/ i ngres_2_xyz.exe 34 $TLX $BRX $BRY $TLY EOH geol _key.dat > /dev/
consol e

echo “EOH geol _key.dat “wc -1 EOH geol _key.dat | cut -c1-8 data points found.”
> /[ dev/consol e
fi

if [ “$STLY" -gt “$SMAX_N1" ] || [ “$BRY” -1t “$SMN_N1" ] || [ “$TLX" -1t “SM N_E1" ] ||
[ “$BRX" -gt “$MAX_E1" ]

then echo “$TLY $BRY $BRX $TLX' > bounds34.txt #wite bounds to file if needed
fi

#oo... Truecol or PostScript plotting of data using awk

# [05] handl e GECDETI C correction
if [ “$PROIECTI ON' = “CECDETIC’ ]

t hen
cat <<EOF
I x_map {
dup  ${BRX} gt %is X > right hand side?
{ 360.0 sub } % x was off the right hand side
{ dup ${TLX} It %is X < left hand side?
{ 360.0 add } if %x was off the left hand side
ifel se
${TLX} sub
} def
ECF
el se
cat <<ECOF
/x_map { ${TLX} sub } def
ECF
fi
cat <<EOF

/x_scal e { ${CANVASW DTH} ${BRX} ${TLX} sub div } def
/y_scal e { ${CANVASHEI GHT} ${TLY} ${BRY} sub div } def /size { x_scale 15 nmul } def
/-size { x_scale -15 mul } def
/draw_cross { gsave % get Northing (Y)

${BRY} sub

y_scale mul

exch % get Easting (X)

X_map

x_scal e mul

exch

translate

newpat h

2 fronv2pt setlinew dth

-size 0 noveto

% draw cross 30m di anet er
size O lineto
0 -size noveto
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0 size lineto
stroke
grestore

} def

/Hel vetica findfont ${CANVASWDTH} 60 div scal efont

/ draw_| egend_box {newpath

0.999 0.999 0.999 setrgbcol or
0.86 ${ CANVASW DTH} nul

setfont % define text size

% set background color to white

0 noveto % dr aw background box

0.86 ${CANVASW DTH} nul 0.20 ${CANVASW DTH} nul |ineto
${ CANVASW DTH} 0.20 ${ CANVASW DTH} nul |ineto
${ CANVASW DTH} 0 lineto closepath

} def

/draw_| egend {
0 1 1 setrgbcol or % set color to cyan
0.88 ${CANVASW DTH} nul 0.18 ${CANVASW DTH} nul novet o
(ECH Geol ogy) show
0 0 1 setrgbcol or % set color to blue
0.87 ${ CANVASW DTH} nul 0.155 ${ CANVASW DTH nul noveto
(+ Sedinent) show
0 1 0 setrgbcol or % set color to green
0.87 ${CANVASW DTH} nul 0.14 ${CANVASW DTH} nul noveto
(+ Dolerite) show
1 1 0 setrgbcol or % set color to yellow
0.87 ${CANVASW DTH} nul 0.125 ${ CANVASW DTH nul noveto
(+ Basalt) show
1 0.647 0 setrgbcol or % set col or to orange
0.87 ${CANVASW DTH} nul 0.11 ${CANVASW DTH} nul noveto
(+ Felsics) show
1 0 0 setrgbcol or % set color to red
0.87 ${ CANVASW DTH} nul 0. 095 ${ CANVASW DTH nul noveto
(+ Granite) show
1 0.745 0.890 setrgbcol or % set col or to pink
0.87 ${CANVASW DTH} nul 0.08 ${CANVASW DTH} nul noveto

(+ Gneiss) show

0.765 0.125 0.941 setrgbcol or

0.87 ${ CANVASW DTH} nul
(+ Chert etc) show

0. 133 0.545 0. 133 setrgbcol or

0.87 ${ CANVASW DTH; mul
(+ Mafic/ Gabbro) show

0.675 0.647 0.125 setrgbcol or

0.87 ${ CANVASW DTH} nul
(+ Utramafic) show
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% set color to purple
0. 065 ${ CANVASW DTH} nul noveto

% set color to dark green
0. 05 ${CANVASW DTH} nul noveto

% set color to brown
0. 035 ${ CANVASW DTH} nul noveto



0 0 0 setrgbcol or

0. 87 ${ CANVASW DTH} nul
(+ Uncl assified) show

} def

/do_bl ue_cross {
0 0 1 setrgbcol or
draw_cross

} def

/do_green_cross {
0 1 0 setrgbcol or
draw_cross

} def

/do_yel |l ow _cross {
1 1 0 setrgbcol or
draw_cross

} def

/ do_orange_cross {

1 0.647 0 setrgbcol or

draw_cross

} def

/do_red_cross {
1 0 0 setrgbcol or
draw _cross

} def

/do_brown_cross {

0.675 0.647 0.125 setrgbcol or

draw _cross
} def
/do_pi nk_cross {

1 0.745 0.890 setrgbcol or

draw_cross

} def

/do_bl ack_cross {
0 0 0 setrgbcol or
draw_cross

} def

/ do_purpl e_cross {

0.765 0.125 0.941 setrgbcol or

draw_cross
} def
/ do_dgreen_cross {

0. 133 0.545 0. 133 setrgbcol or

draw_cross

% set color to black

0. 02 ${CANVASW DTH} nmul noveto

% bl ue

% green

% yel | ow

% or ange

% red

% br own

% whi te

% bl ack

% pur pl e

% dar k green
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{ if( $3~/U ) printf(“% % do_brown_cross\n”, $1,$2) }' $FI LESPEC

} def

%

ECF

awk © BEG N{ FS="," }
awk * BEG N{ FS=",” }

{ if( $3~/GNI/ ) printf(“% % do_pink_cross\n”, $1,$2) }' $FI LESPEC
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awk ‘° BEG N[ FS=",” }

{ if( $3~/FV/ ) printf(“% % do_orange_cross\n”, $1,$2) }' $FILESPEC
awk * BEG N[ FS=",” }

{ if( $3~/MB|MANM ) printf(“% % do_dgreen_cross\n”, $1,$2) }' $FI LESPEC
awk ° BEG N[ FS=",” }

{ if( $3~/MB|MIB/ ) printf(“% % do_yellow cross\n”, $1,$2) }' $FI LESPEC
awk ‘° BEG N[ FS=",” }

{ if( $3~/FD|MD|DI/ ) printf(“% %lo_green_cross\n”, $1, $2) }' $FI LESPEC
awk ‘° BEG N[ FS=",” }

{ if( $3~/SV|SIF|SCT/ ) printf(“% % do_purple_cross\n”, $1,$2) }' $FI LESPEC
awk ‘° BEG N[ FS=",” }

{ if( $3~/SS| VS| SND| M5/ ) printf(“% % do_blue_cross\n”, $1,$2) }’ $FI LESPEC
awk ‘° BEG N[ FS=",” }
{ if( $3~/CT| GO GNGD| GRIGNGT| PG SHQ @ ) printf(“% % do_red_cross\n”, $1, $2) }’
$FI LESPEC
awk ‘' BEGI N FS="," }

{if( $31~/

GT| GO GNGD| GR| GNGT| PG SHQ Q SS| SV| VS| SI F| SCT| SND| FD| MGB| MaN| MB| MTB| MS| M FV| U| MD| DI | G
NI/ ) printf(“% % do_black_cross\n”, $1,$2) }' $FI LESPEC

if [ $?2 -ne 0]
t hen

exit 1
fi
cat <<ECF

% Draw | egend in bottomright corner of inmage w ndow

draw_| egend_box fill
draw_| egend

% end of postscript EOF
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Appendix B

EOH Geology Hardwired Link Database Query Output (Input to PostScript

Plotting Script)

391200
391721

391828.
391860.
391880.
391895.
391900.
391920.
391920.
391920.

391933
391940

391940.
391940.
391960.
391960.
391960.
391960.
391969.
391980.

. 000, 6454000.
. 000, 6452501.
000, 6452501.
000, 6452740.
000, 6452740.
140, 6452537.
000, 6452740.
000, 6452640.
000, 6452740.
000, 6452800.
. 000, 6452501.
. 000, 6452640.
000, 6452740.
000, 6452800.
000, 6452400.
000, 6452640.
000, 6452740.
000, 6452800.
090, 6452501.
000, 6452400.

000, MB
800, M
300, M
000, M
000, USCL
540, UTSM
000, UsOL
000, McB
000, UsOL
000, M
300, M
000, M
000, UsOL
000, M
000, M
000, UTCB
000, UsOL
000, UsOL
900, M
000, U

,ET
,ET
, ET
,ET
,ET

4020R
1540R
1530R
3220R
3210R

, ETS 3

, ET
,ET
, ET
, ET
,ET
,ET
, ET
, ET
,ET
,ET
, ET
,ET
,ET
, ET

3200R
4290R
3190R
3280R
1520R
4300R
4030R
3270R
3540R
4310R
4040R
3260R
1610R
3350R
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The origina implementation of frequency-domain-processing capabilities was concerned
with constructing a bridge to ER Mapper’s existing ‘ formula processing’ facility, thereby
extending its usefulness to geophysicists needing to manipulate potential-field datain
raster format. However, there is aso provision for simple low-pass, high-pass and notch
Fourier filtering of arbitrary images. The chapter is organised as follows:

Brief explanation of Fourier-transform images;

lllustration of notch-filter use to remove noise in aircraft scanner imagery;
Low-pass and high-pass Fourier filtering;

Account of capabilities for processing potential-field data (magnetics or gravity);
lllustration based on aeromagnetic data from Cape York Peninsula, Queensland,;
Appendix - (A) Edge effects (B) Display of transforms.
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No prior knowledge of Fourier methods is assumed, since even experienced ER Mapper
users may be unfamiliar with thistopic. But rapid progressis assured, and there are few
techniques so well worth the effort expended in acquiring them. Those already expert in
frequency-domain processing may find the first half of section 4 sufficient.

The Fourier transform of an image

Imagine arectangular, backyard swimming-pool with atiled, horizontal bottom. The form
of the fluid surface, at a particular moment in time, can be described by specifying the
water depth at each point. To obtain adigital image representation, we have only to assign
agrey level to the mean instantaneous height of the water-column above each tile.

But thisis not the only description possible. For example, if the water is sloshing from end
to end, then it may be sufficient to indicate the wavel ength, trough-to-crest height and
phase (crest location). When the waveform is sinusoidal, these three numbers permit full
reconstruction of al the grey levelsin the previous description. Although not every
configuration of the surface can so simply be encapsul ated, by an appropriate superposition
of waves travelling in different directions we can, in fact, match a‘wave'. description to
every ‘height’ description.

The theory of Fourier transformation (named for Joseph Fourier, a one-time associate of
Napoleon) is concerned with making this equivalence precise and analytical. Thus, for
every digital image one can compute its transform-image from which, by an almost
identical inversion process, the original image is recoverable. The paired images are of the
same dimensions and contain identical information. Although very different from one
another, both forms are meaningful for those equipped to interpret them.

Notch filtering

Why bother with this complicated, aternative description by waves travelling in all
directions? There are severa answers. One of the most important of them may be
illustrated by supposing that, as the water in our pool heaves back and forth, alight cross-
wind creates surface ripples. This situation is closely analogous to the practical case of
aircraft scanner imagery spoiled by detector vibration. We may wish to eliminate this
‘noise’ without corrupting the ‘signal’.

The problem is an awkward one inasmuch as the ripples are ‘ everywhere in general, but
nowhere in particular’. But such global effectsin the ‘ space domain’ (original image) can
mirror merely local effectsin the ‘frequency domain’ (Fourier image). In our case, the
transform image will be zero everywhere except for two widely separated pairs of spikes -
one pair to represent the gross waveform, the other one for the ripples. We can take
advantage of their isolation to remove the latter spikes by setting the amplitudes at these
locationsto zero. The result of retransformation will be aripple-free version of the original
picture. By subtracting it from the true original, we get an image of the ripples alone.
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The *notch-filtering’ process just described can not be recommended for noise removal
generaly. Onereason is the overhead involved in forward and reverse transformation;
another, deficienciesin localisation. For example, if the ripples are square waves rather
than sinusoids (as in Landsat Thematic Mapper imagery with 16-line horizontal striping
effects), then the representative spikes will be periodically repeated. Removing all their
repetitions may then require more effort than alternative, space-domain processing
strategies. However, with aircraft scanner data, where the noise may be virtualy intractable
by other methods, the technique is invaluable.

The ideas outlined above areillustrated in Figures 1-5. They relate to a 480x480-sample
subscene (not included as a demonstration data-set) from roll-corrected, band-32 GERIS
data collected over Coppin Gap, W.A. Space-domain processing to suppress aperiodic,
horizontal line-striping (Figure 1) leaves an image free from obvious noise, except for the
cross-track ‘shading’ visible as limb-darkening.

Figure 1

Figures 2 and 3 illustrate the corresponding Fourier transform. (More precisely, they are
images of the ‘ power spectrum’, showing amplitudes and directions but not phases of the
waves, see Appendix (B).) Large values concentrate about the centre in Figure 2,
producing an appearance reminiscent of globular star clusters. Thisis atypical pattern;
spatial variation in most naturally produced imagesis gradual, so the long-wavelength
(low-frequency) components predominate. The dark rectangles (notches) visible in Figure
2 mask wave components with amplitudes anomaloudly large for the high-frequency
regions in which they occur. Fainter vertical streaks betray further noise artifacts that have
not been masked.
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Figure 3, an enlargement of just the upper part of the image, shows its appearance before
masking. The dark, central, vertical line attests to the success of the space-domain process
for removing strictly horizontal stripes, but the lighter background betrays its inability to
cope with sub-horizontal striping, even at very low angles. Figure 4 depicts the space-
domain noise-pattern isolated by the larger paired rectangles in Figure 2.

Figure 4

The two smaller notches cover paired, star-like noise-spikes, one of them clearly apparent
just left of centre, about one-third from the bottom in Figure 3. It proved difficult to obtain
ahardcopy illustration of the corresponding interference pattern, consisting of wave-fronts

inclined at about 11.23° to horizontal, with approximately 110 crests intersecting the left
margin of the image. Readers will be familiar with the curious effect, seen in wild-west
movies, of wagon wheels that appear to rotate backwards. Its cause is the too-infrequent
sampling of a periodic motion—the rotation of the spokes—by the camera shutter. A two-
dimensiona variant of this‘aiasing’ phenomenon, wherein subsampling by the printing
device produced afull 90° rotation of the wavefronts that we sought to illustrate,
unexpectedly limited us to the mere verbal description given above. Figure 4 is probably
likewise affected, but at |east the textural appearanceis similar to the unaliased original.

192 ER Mapper Applications



Chapter 11 Fast Fourier Transforms e Low-pass and High-pass Fourier filtering

Low-pass and High-pass Fourier filtering

Granted the existence of the transform-image, and the recognition that each of its pixels
corresponds to an undulating component of the input image, awide range of possibilities
lies open for effecting modifications to improve data-interpretation. For example, with an
image much affected by random noise, picture quality may be improved by stripping out
al the high-frequency components, which isto say resetting the Fourier imageto zero in
regions remote from the central, high-amplitude region.

Again, with better-quality data, we may wish to enhance edges (such asroad boundariesin
remote sensing data) by removing the more slowly varying components of the scenery.
That end could be accomplished by annulling low-frequency terms within the Fourier
image. Alternatively, the difference between input and low-pass images gives a high-pass-
filtered image; one may a so enhance edges without oss of geographic context by mixing
the input data with a high-pass version of itself, in suitable proportions. There are still-
more-creative possibilities, such as enhancing or suppressing trends with aparticular range
of orientations (strike filtering), but these capabilities have not been incorporated in the
present version.

ER Mapper does, however, accommodate the |ow-pass and high-pass filtering operations
needed for the noise suppression and edge enhancement just described. Low-pass filtering
is done by multiplying the Fourier image by zero at high frequencies as just described.
Conversely, high-pass filtering multiplies low frequencies by zero. But afurther refinement
is necessary: experience showsthat if the demarcation between high and low frequenciesis
asharp one, such asacircle or rectangle centred on the zero-frequency point in the Fourier
image, then peculiar artifacts are observed following retransformation to the space-domain.

This phenomenon, usually called ‘ringing’, is further considered in Appendix (A). Hereit
is sufficient to note how it may be counteracted by allowing the multiplier to vary smoothly
over arange of intermediate frequencies between the extreme values zero and unity. In
Release 5.0, the user specifies two ellipses centred at the zero-frequency point, their
principal axes proportional and aligned parallel to the sides of the image (Figure 12). The
annular region between the two curves defines the set of intermediate frequencies. For low-
passfiltering, the filter (i.e., the multiplier) is unity within the inner curve, zero outside the
outer curve. Between the ellipses, its value drops in the same way as do the values of the
function (1+cos x)/2, for x between zero and 1t Thistype of filter is therefore known as a
cosine roll-off filter. For high-pass filtering, the multiplier is obtained by subtracting the
low-pass filter from unity (no actual subtraction of images is performed).

Finally, it seems desirable to reiterate the warning of the previous section about overuse of
the Fourier transform. Suppression of ‘ pepper-and-salt’ and ‘ spike’ noise is generally
better done in the space-domain, say with moving-average and median filters respectively.
The existence of aternative meansto the same end is never a sound reason for choosing the
worse. A valid casefor Fourier-domain low-pass filtering to remove noise would be anoisy
or badly gridded aeromagnetic dataset that must for other reasons (see next section) be
Fourier-transformed anyway. No particular advantage would be secured by noise-removal
preprocessing in the space domain.
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Fourier processing of potential-field data

Digital imagery is an excellent medium for storage, display and manipulation of spatially
distributed readings such as many geoscientific datasets. The present section concerns
measurements of the earth’s magnetic or gravitational field. Here, the use made of the
Fourier transform is quite different to the one outlined above, since in principle thereis no
need for visual inspection of the transformed image. In practice, one is well advised to
check its appearance, thereby exploiting the unique opportunity to spot problems with the
datathat may have gone undetected.

A few remarks are first necessary regarding the assumed initial form of the data:

The readings may result from ground measurements of the field made at regular spacings.
At larger scales most datasets derive from sampling aong the track of a survey aircraft or
seagoing vessel. Thus, an interpolation step is needed to produce values on aregular grid.
Here we assume that this preprocessing has already taken place. The data may therefore be
supposed to reside in an ER Mapper image file but there is no assumption that they fill an
entire rectangle. Locations at which data are unknown are assumed to be filled with a
designated “blank” or “null” value, which the user must indicate to the program.

The data are further assumed to be measured on one horizontal plane. The theory to be
invoked does not directly apply to “draped surveys’, such as“aeromag” or “helimag” flown
over precipitous terrain, where the pilot aimed at constant ground-clearance, rather than
constant altitude. Further preprocessing to achieve “upward continuation from an uneven
track” would then be indicated. Fortunately there are large regions of the world where
surveys can be flown horizontally.

By “measurements of the earth’ sfield” are meant readings of some directional component
of the vector field. But this case practically includes tota -field magnetic anomaly data
(almost the only kind readily available) since it can be shown that, except for very intense
fields, the difference between the total field and itsregional value (the IGRF) is
approximately equal to the component of the residual field in the direction of the earth’s
field.

In summary, the data are assumed to be an ER Mapper image of some component of a
magnetic or gravitational field measured on a horizontal plane, but possibly incomplete,
incorporating a constant blank value at non-data points. The software allows processing of
such pictures to images showing:

A. Vertical continuation;

B. First upward derivative;

C. Second vertical derivative;

D. Derivative in a specified direction in space;

E. Field component in a specified direction in space;

F. Reduction to the pole (meaningful in magnetic case only).
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Thislist contains two surprises for the uninitiated. Firstly, why should one component of a
vector field be sufficient information to compute the component in some other specified
direction or, equivaently, the componentsin three mutually orthogonal directions (such as
north, east, and down)? Secondly, why (to take the aeromagnetic case) should information
gathered from one altitude be sufficient to deduce the corresponding information for
another atitude, at which the aircraft did not fly? The answers, which depend on the
physical significance of the readings, are not merely heuristic but form the basis for the
algorithms employed.

Briefly, process E is possible because the force-field is conservative; it isthe gradient (in
the sense of vector calculus) of ascaar potential-function. Given one field-component, we
can anti-differentiate it to get the potential, then re-differentiate in another directionto get a
new component of the field. These operations are particularly simple in the Fourier-
domain.

The scalar potential-function, hence aso each of its directiona derivatives (the field
components), satisfies the three-variable Laplace differential equation, which servesto
connect the values of its second partia derivativesin three mutually orthogonal directions.
Knowing the function-value on the flight-plane (equivalent to knowing one field
component), we can numerically evaluate two of the second derivatives - say those in the x
andy directions, where (x, y) are Cartesian co-ordinates in the plane. Laplace's equation
then determines the second derivative in the z direction, perpendicular to the plane.

The resulting knowledge about how the field varies vertically is sufficient to permit process
A, movement to another stratum, either higher or lower. The correctness of this theory, and
of the Fourier-domain processing capabilities can be verified by the use of simple models
for which explicit analytical expressions of the field components are known. Examples
include uniformly magnetised parallel pipeds, circular cylinders, and afew others. If
images of the field at two levels are computed directly from these formulag, we can
compare the values on the upper level with those obtained by continuation from the lower
level, and vice versa. With suitable precautions the agreement is excellent.
(Notwithstanding this concurrence of theory and experiment, alingering sense of the
miraculous may be found hard to dispel!)

In keeping with the warnings of previous sections, it isfair to add that process Ciseasier to
effect by space-domain processing. With potential-field data, vanishing of the space
Laplacian means that the plane Laplacian, for the horizontal plane, equals the negative of
the second vertical derivative. It iswell known that the plane Laplacian operator has a
finite-difference approximation by a mask with (-4) at the central position, unity in the
locations of itsfour nearest neighbours. Indeed, convol ution with such amask is often used
for non-directional edge-detection in image processing generally. This remark also shows
whence the second vertical derivative has the ability for which it is chiefly valued, that of
outlining magnetic sources.

The other processes A-F can likewise be accomplished by suitable convolutionsin the
space-domain. But here the necessary masks are much less compact. The advantage of
Fourier-domain processing is that point-operations (multiplications and divisions at each
pixel, without regard to the values at neighbouring pixels) take the place of
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computationally expensive convolutions. Computational overhead associated with the
transform is offset by the consideration that, once it is to-hand, a host of different results
can al beread off relatively cheaply.

Aeromagnetic data from Cape York
Peninsula, Queensiand

Figure 5

Figure 5. The examples/Shared Data/Magnetics Grid demonstration dataset, comprising
total magnetic intensity data sampled at 80m elevation with a 200m line spacing, thence
interpolated at 100m spacing in both horizontal dimensions. The image straddles the Great
Dividing Range, rising just inland from Princess Charlotte Bay on the north-east coast of

Australia. The region is bounded by longitudes 142°57' 19.3” and 143°32'43.35", and

between south latitudes 13° 59'20.32" and 14° 32'23.98", north being to the top of the
image. For whole-scene processing purposes, the magnetic declination and inclination

were taken as 6.4° and -42.1°, respectively.

Figure 6
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Figure 6. The power spectrum for thisimage. For uniformity, all power spectraillustrated
are shown with input limits of 0 to 0.01, followed by alogarithmic stretch. The subsequent
figures are asfollows.

Figure 7

Figure 7. Upward continuation to 1200m. This operation is commonly used to isolate the
contribution from magnetic sources deep below the surface.

Figure 8

Figure 8. Field reduced to pole and downward continued to 40m. Downward continuation
helps counteract attenuation imposed by the need to fly surveys at a safe ground-clearance.

Reduction-to-pol e attempts improved spatial correlation, between magnetic anomalies and
their sources, by giving the induced magnetisation a vertical direction. (It has been
criticised for its distorting effect upon fields due to remanence not parallel to the induced
component.)
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Figure 9

Figure 9. Power spectrum for horizontal derivative in the north-easterly direction.

Figure 10

Figure 10. North-east derivative. Note the NW-SE trending ‘fringing reef’ through the
centre of the image, faintly visiblein Figure 5, but strongly highlighted by its up-slope and
down-slope gradientsin Figure 10. Derivatives are available in arbitrary directions, not
necessarily horizontal, e.g. parallel to the terrestrial field.
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Figure 11

Figure 11. Power spectrum for second vertical derivative. The horizonta stripes through
the centre are a noise artifact, but are not easy to separate from signal.

Figure 12

Figure 12. Appearance of Figure 11 following application of eliptical low-passfilter. (The
transform being a poor candidate for such filtering, the improvement possiblein Figure 13
isnegligible.)
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Figure 13

Figure 13. Second-vertical-derivative image. As noted above, this enhancement is
commonly used for accentuating the edges of causative bodies. However, it can also
emphasise faults of gridding and levelling, leading to ‘edginess (lack of spatial cohesion)
and artifacts that may have dubious basisin reality.

Theseillustrations far from exhaust the capabilities, but should provide sufficient points of
comparison for users to confirm the results of their own processing.

Appendix

(A) Edge effects

Sensible use of the Fourier transform requires a heightened awareness of sharp edges
within images. Thefirst purpose of this appendix isto alert users to one or two situations
involving such discontinuities in the data.

The high-frequency content of imagery was attributed above to the fine detail within the
picture, but there may be other causes. If aremotely sensed image is Fourier transformed
after first being copied into adlightly larger file where the unfilled region is preset to some
value such as zero, then the high-frequency region of the transform-image will relate to
more than just the roads and rivers and shorelines. Fourier-image pixels of large magnitude
(at low aswell as high frequencies, but most noticeable at high frequencies, where they
would not otherwise occur) will be needed to represent the discontinuous steps, where the
original datadrop abruptly to zero.

Of course, we do not usually thus embed space-domain imagery within afield of zeros.
However, the low-pass filtering asfirst described in section 3, where parts of the transform-
image are annulled, has precisely the effect of creating a sharp step to zero. Since the
inverse transformation processisthe samein its nature as the forward procedure (with only
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the technical difference of a certain algebraic sign-change), we should expect trouble. This
isthe reason for implementing a cosine roll-off, instead of asimple ‘pill-box’ filter, in
section 3 Low Pass and High Pass Fourier Filtering above.

The second instance of image discontinuity, though not its unpleasant effects, is well
hidden. It was asserted earlier that the Fourier transform has the same dimensions as the
image from which it derived. Users who inspect their transformswill find, on the contrary,
that they are generally some 10% bigger in each dimension. This discrepancy results from
adeliberate, pre-transformation enlargement of the data, which are copied to abigger file
asjust envisaged. However, instead of afilling by zero values, the border region receives
synthetic data extrapolated from the actual values. This extrapolation is done in such away
that, in atiling of the plane by translated copies of the enlarged image, it would be difficult
to locate the boundary between onetile and its neighbours.

Why is such amatching of data at the top and bottom, and at the left and right edges,
considered necessary? Recall that the Fourier representation of an image explains the
image in terms of waves. But waves naturally continue periodically forever. Consequently,
the Fourier transform actually represents, not just the given image, but a so the unbounded
image obtained by its endless repetition as atiling of the entire plane. Now, this unbounded
image will contain discontinuities whenever the top and bottom, or left and right, fail to
match one another smoothly in the original image. And in order to model these
discontinuities, high-frequency terms of large amplitude will be needed.

Thus, even though an image may appear smooth, for purposes of Fourier transformation it
counts as including jump-discontinuities if (asin nearly every practical case) data at
opposite edgesfail to match. Thisis of small concern with upward continuation and similar
low-pass filtering operations. With high-pass filters like those for downward continuation
or derivatives, ignoring the effects of ‘ edge discontinuity’ is catastrophic. For, this
amplification of high-frequency componentsis prescribed by atheory that assumesthem to
represent the physical structure of the field; there is no allowance for artifacts due to the
approximation of the continuous Fourier transform of theory (Bracewell, 1965; Gunn,
1975) by the discrete transform used in the programs. When an image with edge-mismatch
is high-passfiltered in the Fourier-domain then retransformed by inversion, theresult isan
image with severe ‘ringing’ - undulating patterns parallel to and strongest near the edges,
but often propagating so far into the centre as to make the entire image useless for
interpretation. Our backyard swimming-pool looks then asif an earthquake had just hit the
suburb!

With data that include blank values, the enlargement and extrapolation process also
interpolates. Particular circumstances can render image expansion undesirable. For
example, a noise pattern whose wavel ength is commensurate with the sampling interval
could be isolated more precisely without it. Provision has therefore been made to enforce
size-retention, if required. (With this option, edge-mismatch will produce awell marked
St. George cross passing through the centre of the power spectrum.) But a null value must
always be nominated and, if the program detects an input pixel with that value, it will
ignore the override instruction. Expansion will also occur contrary to user wishesif the
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origina image-dimensions are not sufficiently highly composite numbers to suit the needs
of fast transformation. More precise information on this point will be found in the
Reference Manual .

(B) Display of transforms

The mathematics of Fourier transformation has some hard to ignore effects that may
engender confusion. The following brief explanation will perhaps be helpful.

The Fourier transform of areal image (one whose grey-levels are of byte, integer or
floating-point type) comprises complex numbers, equivalent to two real numbers for each
pixel. Thisfact seemsto imply a doubling of data. However, such Fourier transforms also
have atype of symmetry, with respect to their centres (zero-frequency points), that implies
redundancy. Thus, the real part of the pixel at (-X, -y) isthe same as at (x, y), while the
corresponding imaginary parts are equal in value but of opposite sign. Here, x, y are
sample and line co-ordinates relative to the centre of the transform-image.

This symmetry must be kept in mind with notch-filtering, for example (Figure 2). Changes
made to one part of the transform must be mirrored symmetrically with respect to the
centre, or the product of ateration will not be the transform of any real image. In other
words, the inverse transform would no longer be real.

The complex values complicate display of the Fourier transform. The usual solution isto

produce an image of absolute values, or their squares (u2+v2 being the squared absolute
value of the complex number u+iv), called the Fourier power spectrum. The ‘ Log-power
spectrum’, obtained by taking logarithms (preferably after adding a suitable positive
congtant, to avoid the singularity at zero), is also often useful, as a means of compressing
the wide range of values. Power spectra show the orientation of wave-fronts (by pixel
position) and the amplitudes of waves (by grey-level). They lack only the phase
information, which depends on the relative magnitudes of real and imaginary parts.

Aswill be clear from these remarks, Fourier-transform images are in many respects
inconvenient; whether to store, to display, or to manipulate. The so-called cosine
transform, a close rel ative of the Fourier, has all-real values, no symmetry properties, and a
high degree of natural immunity from ringing due to edge mismatch. Unfortunately itis
less well suited to achieving the objective of processing of potential-field data.
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Using Principal Component Analysis

The following image processing technique provides a simple, robust way to map alteration
zones for mineral exploration using Landsat Thematic Mapper (TM) satelliteimagery. Itis
based on the use of Principal Components Analysis (PCA) and is sometimes called the
‘Crostatechnique’ after the researcher who carried out the initial studies (Crosta and
McM.Moore, 1989).
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The following steps describe how to build the PCA ateration mapping agorithm in

ER Mapper. In order create the al gorithm, you need to create and examine dataset statistics
to account for variation in the spectral properties of different areas and TM images. After
choosing the appropriate PCs for your image, you can display the result asan RGB
agorithm for analysis. For complete details on the concepts and theory behind the PCA
alteration mapping algorithm, please refer to the references listed at the end (this particular
technique is described in the Loughlin paper).

1 Create two Virtual Datasets, one that contains TM bands 1, 3, 4 and 5 (this is
dataset 1), and another that contains bands 1, 4, 5 and 7 (this is dataset 2).

Be sureto delete the transforms from each layer to avoid rescaling the data, and add a label
to each layer indicating the band.

Calculate statistics for each of the Virtual Datasets.
Display the statistics for dataset 1 and examine the Covariance Eigenvectors.

| dentify which PC has the greatest loadings (values) for TM bands 1 and 3 but that also has
opposite signs (+ or -). Typically thisiseither PC3 or PC4. For example, in this dataset you
would choose PC4 (you arelooking at VDS bands 1 and 2 bel ow asthey refer to actual TM

bands 1 and 3):
Cov. Eigen. PC1 PC2 PC3 PC4
Band 1 0.568 0.115 -0.487 -0.654
Band 2 0.571 0.157 -0.300 0.747
Band 3 0.229 -0.973 -0.003 0.029
Band 4 0.547 0.123 0.820 -0.115

This PC represents the “iron oxide” (F) component.

Note: When examining the statistics, remember that the “Band” number above refersto the order
of bandsin the VDS, *not* to the actual TM band humber. For example, TM band 3 may
actualy be Band 2 in your VDS. In this case, you must first determine whichVDS band
numbers correspond to TM bands 1 and 3, then examine the PC3 and PC4 statistics for
those two bands.

4 Display the statistics for dataset 2 and examine the Covariance Eigenvectors.
Identify which PC has the greatest loadings (values) for TM bands 5 and 7 but that
also has opposite signs (+ or -).

Typically thisis also either PC3 or PC4. This PC represents the “hydroxyl” (H)
component.
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5 Create a 2-band Virtual Dataset that calculates PC4 (or PC3 as appropriate) from
bands 1,3,4,5 in one layer (the F image), and PC4 from bands 1,4,5,7 in a second
layer (the H image).

Delete the transforms to avoid rescaling the data and add a label for each.

After saving the VDS, calculate statistics for it. You will usethis VDS later to generate
PC1 of the H and F images.

6 Create an RGB algorithm with the following contents (remember to use the
appropriate PC for your scene; PC4 is shown below):

Red = PC4 of bands 1,4,5,7 (the “H” image)
Green = PC1 of the “H” and “F’ images (using the Virtua Dataset created in step 5)
Blue = PC4 of bands 1,3,4,5 (the “F" image)

On each layer, apply alinear contrast stretch that clips the darkest portion of the histogram
- you are interested in highlighting the frequently occurring valuesin the center of the
histogram. You might start by applying a 99% clip and then moving the bottom node of the
transform line in closer to the histogram center.

The resulting image is usually a dark bluish color composite image on which alteration
zones are unusually bright. White pixels are both iron-stained and argillyzed, bright reds
and oranges are more argillyzed than iron-stained, and bright cyan to bluish tones are more
iron-stained than argillyzed.

Optional: To add the magjor structural features of the image back into your RGB algorithm,
you can add an Intensity layer that generates PC 1 of the TM image and contrast stretch it.
This may make it easier to interpret the image because the overall scene brightness or
albedo information is restored to the scene. In some cases, however, it may detract from
interpretation so you need to experiment.

In addition, you may wish to add low pass (averaging) filters to the RGB layersto smooth
noise in the higher order PCs, and/or a high pass (sharpening) filter to enhance structural
edge features in the PC 1 Intensity layer if you decideto useit.
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Context: Data Gathering

Itisfrequently assumed that image processing is confined to the processing of remotely
sensed data acquired from satellite borne sensors. In fact remote sensing hasits originsin
more prosai ¢ circumstances, those of the humble balloon and it is in these more near-Earth
surroundings that remotely sensed data offers a valuable tool to those concerned with the
ateration, monitoring and evaluation and mapping of the Earth.

In Europe and North Americain particular urbanisation and the spread of the automobile
have resulted an increasing awareness of the fragility and temporal nature of much of what
istaken for granted. In response increasingly stringent legislation requires that local/
federal authorities and sectoral agencies are in a position not only to oversee their domain
but also to provide documentary evidence on what exists or occurs and what should happen
in the future. In some cases, for instance forest management in Canada, conventional
satellite imagery has been used as an integral component of devel opment strategies.
However, in other areas, especialy on the urban fringe, an area especially subject to
developmental (and preservational) pressures, the demand is for near-real-time
information; this information has to be cost-effective, accurate and easily integrated with
existing data collation practices.

Aerial photography has played amajor part in map composition since 1945. It has enabled
cartographersto prepare accurate maps of previously inaccessible areas and, coupled to
ground survey, has resulted in the production of large scale maps of the most densely
populated areas. However, the drawbacks of cost, human and capital resources and time
from flying to publishing now represent burdens that many local authorities cannot afford
to bear. The search for an alternative methodology must be aware of the growth of
information technology in surveying, database creation and information gathering;
geographic information systems (GIS) have become a prominent tool in the armoury of
such organisations as they seek to respond to public concerns and interna need in a cost-
effective way.

The response has been to evaluate the way in which sporadic and specific aerial
photography can be complemented by airborne video photography and how digital
imaging techniques (either camera-originated or through scanning) can be used to
minimise the cost of aerial photography. Image processing alows the user to extract the
required information; it also provides a contextual medium to examine existing data, to
document the landscape and to extract secondary information. Further, as adigital dataset,
this approach allows integration with existing digital datasets and retains dataintegrity and
unlimited recall.

Specific applications that require this kind of information include:
* village plans
» development applications/planning licences
* map updating
* environmental assessments
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 transport corridors

 infrastructure development

 utilities mapping

e urban planning

» legidative obligations and infringements (e.g. Green Belt, SSSIs)

The attached images illustrate the way in which many of these applications can be
addressed using ER Mapper.

Example: Transport Corridor Development

A local council, subject to local and national conflicts of interest with respect to the
development of a new transport corridor, identifies a need to devel op and maintain an up-
to-date information management system for the areain question.

At the same time devel opers, be they government or commercial, consultants and pressure
groups all have aneed for information to guide, mitigate and ultimately justify the
decisions made. While some may be concerned with issues of planning blight and
confidentiality, others will be concerned about short and long-term impacts, access,
compensation and the wider debate. The former may look to internal resources to meet
objectives while the latter may depend on public information dissemination; all, however,
would agree on one thing—that the key to successful development liesin the availability of
up-to-date and accurate information.

Essentia inputs to such a database would include:

all existing mapping
(both from the national authority and from local planning/survey offices)
» topography
* infrastructure
» political boundaries
o settlements
» drainage and watersheds

statutory designations
» landscape
» ecology
e archaeological/historical
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* agriculture
e mineras
* health and safety

utilities
e water
* sewage
» electricity
« telephone
« gas
* pipelines

land ownership
* land registry
» four-figure field references/areas (MAFF)

demographics

e censusdata, etc.

archive material
» aerial photography, old maps, etc.

A quick assessment of the validity of this data would soon reveal that much of it was not
adequately up-to-date and that some data collection would be required. Black and white
aerial photography and colour infrared aerial photography are increasingly used to redress
this balance where data gaps are identified; with the advent of digital aerial photography
cameras, computer compatible images are readily available from these sources.
Alternatively, the hardcopy aerial photos may be scanned to produce the digital data. The
spatial resolution of hardcopy aerial photography is proportional to flying height, film used
and focal length of camera lens; with scanned or digital data the resolution of the digital
device determines spatial resolution. The resulting resolutions are typically sub-meter and
can be used to map features such as street lighting, man-hole covers and gardens.
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Airbornevideo isan increasingly popular alternative; it is cheap and easy to obtain and, by
generating digital data at source provides datain aformat immediately ready for image
processing. Spatial resolution is closely linked to flying height and has been used for
pipeline surveys, catchment measurement and for adding detail to other lower resolution
imagery such as SPOT Panchromatic data.

Georeferencing and Rectification

Neither process removes the need for rectification; however, the widespread availability of
national mapping in digital form alows organisations concerned with spatial information
management to obtain the required datasets easily. The ability simply to examine change,
update existing maps, evaluate local, sectoral and regional policies and provide datain a
format for usein the GIS as aresult of the georeferencing of high resolution imagery with
existing digital data represents a significant step forwards.

Using ER Mapper the client was able to import three scanned black and white and one
colour infrared aerial photograph of the area under consideration. These were then
georeferenced to digital national mapping data using the Geocoding Wizard in ER
Mapper. For ease of interpretation the user defined regions on each aeria photograph to
exclude fiducial marks (and other ancillary information) as well as the photo border and
then uses aformulato mask out the region using the Formula button. The resulting strip of
aerial photographs provided an excellent overview of the area of interest.

Integrating and updating vector data for planning

The national mapping data was then overlaid to illustrate the degree to which ER Mapper
can provide workabl e rectification in near-real-time and to alow plannersto identify areas
where mapping has yet to be fully updated. In this example a recently developed site was
clearly visible on the image but was evidently missing from the national mapping data; an
area of forest had aso clearly be seen to have been clear-felled. This form of raster—vector
integration is a powerful presentation tool, especially when the outputs are linked to a GIS
and other datasets.

While a devel oper would rapidly become aware of such a situation from on-the-ground
investigations, initial corridor alignments depend on the information on the existing
mapping; thereis plenty of scope for embarrassment! The developer would commission an
engineering consultant to design the transport corridor—horizontal and vertical
alignments, curvature, drainage and construction requirements (in terms of cut and fill and
sites) are among the first objectives to be identified. These materialise in the form of
engineering drawings from systems such as MOSS and AutoCAD. ER Mapper imports
files from these data sources very easily.

The developing authority will commission an environmental assessment either at its own
discretion or in line with mandatory obligations and legislation. Thiswill draw on awealth
of primary and secondary data sources to compile a picture of the state of the to-be-
affected corridor and immediate environs. The preparation of digital datasets from these
findings and the subsequent integration of these into spatial databases of both planners and
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engineersis not yet a standard procedure. However, with ER Mapper any digital datasets
can be brought in and overlaid on theimagery and existing mapping at an early stage. This
can make significant contribution to engineering design both through realignment and the
adoption of suitable mitigation measures and through recognition by planners of
previously unidentified constraints to development.

Conclusion

Much is made of the volumes of dataand the amount of information available today. Image
processing technology coupled to GIS represents the foremost way in which this fact can
be made to work for those affected by devel opment. Data collection, compression and
collation, brought to the desktop and the decision maker by the new technologies and the
ever-evolving methodol ogies, enables users to evaluate decisions both in advance (and in
hindsight), to assess impacts and to generate the outputs needed to explain and justify the
final decision.
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One of theincreasingly common sightsin Africaand the Middle East are great patches of
colour scattered across a seemingly barren landscape; an agricultural and environmental
anomaly to many, others feel that these represent one of the few viable alternatives by
which countries can both generate export revenues and feed their people. Crop circles or,
more accurately, centre pivot irrigation, are one of the more visible ways in which the
application of technology can alter the physical landscape. This chapter focuses on therole
that a different technology can play in monitoring such developments at local and regional
levels.

Context: Agricultural development

From Kansas to the Kalahari and from Saudi Arabiato Southern Spain, irrigation circles
up to akilometre in diameter are becoming a common agricultural characteristic. As
visible from space as from the highway, they are the focus for mono-cropping and
agricultura export in many devel oping countries and, in the more arid areas such as the
Middle East, often symbolise the ability to stand alone. As such, considerable investments
have been made in hydrogeological and hydrological investigations, borehole
development, equipment, seed and fertiliser imports, and in training and recruitment.

Asthe global population doubles in the next 30-40 years, its main requirement will be
adeguate food and water. This means not only potable water (for drinking, cooking etc.)
but water for agricultural use. To thisend, focusis switching to agricultural and rural
development programmes that take full account of the current and future water needs of the
region.

Land inventory studies are among the first essentia stagesin any rural development
project; making them is often difficult and increasingly constrained. The lands to be
assessed are frequently unknown or undevel oped or may have undergone rapid changes.
Plannersincreasingly require data that is detailed, complex and diverse, to devise
programmes that are sociologically acceptable and economically and environmentally
viable. Traditional techniques based on intensive ground surveys are cumbersome,
unreliable and costly.

Hydrologists and others recognise the river-basin as the fundamental unit in effective water
resource management and planning. Regional planners acknowledge that an up-to-date
knowledge of current farming systems, land tenure systems, water resource dynamics
(particularly the balance between abstraction and recharge in semi-arid catchments) and
planning strategies are integral to the evolution of sustainable agricultural programmes.
These needs place data gathering and effective information dissemination at the centre of
all decision making.

Multispectral satellite imagery, available from the Landsat series of satellites since 1972 at
resolutions of 80m and latterly 30m (with Landsat TM) were complemented and enhanced
in 1986 with the launch of thefirst SPOT satellite. Carrying two sensors, one multispectral
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with three bands in the visible and near-infrared and one wider panchromatic band, these
sensors return imagery with aspatial resolution of 20m and 10m respectively. While SPOT
has undoubted spectral resolution limitations, the increased spatial resolution has provided
the resource planner with a new and valuable tool in data gathering.

Example: Irrigation development

A national agency maintains up-to-date projections on population growth and the
associated demands in food and other goods and services. Such a forecasting system
enables plannersto identify impending shortfalls in production of any one of these goods
and services. Many semi-arid countries are afflicted by rapidly growing populations,
environmental fragility, weak economies and inadequate infrastructure. As new schemes
come on stream to redress this imbalance the planners must monitor and evaluate their
development not only to ensure that it is effective but also to devise new programmes.

Crop Production

There are arange of ER Mapper classification routines that allow the user to quickly
differentiate between crops and to identify which areas are growing which crop. Irrigation
circles were discriminated simply by applying a contrast stretch; in ER Mapper the
Transformation dialog box and the histogram options allow the user to control exactly what
is seen on the screen in real-time.

In very arid areas such discrimination may be al that is required to identify agricultural
areas. However, in semi-arid areas the user must separate agricultural or cropped areas
from natural vegetation and browse. Supervised maximum likelihood or unsupervised
multi-spectral classification allowswheat, barley, lettuce and fallow circlesto beidentified.
The ER Mapper annotation and map production system was used to create symbols
identical in sizeto the irrigation circles. The resulting map product is a clear illustration of
the power of ER Mapper to provide clear documentation to decision makers.

The area of theirrigated circlesis easily calculated; with a 500m radius, the areais about
78 hectares. Considerable work has been done on crop yield estimation not only from
satellite data but also from empirical evaluation of alarge range of crops using different
irrigation technologies under varying climatic conditions throughout the year. This allows
vegetative biomass to be monitored throughout the growing season using satellite imagery
and digital image processing techniques, and enables crop yield forecasts to be made and
updated; this helps with marketing, exports, imports and pricing.

Vegetation indices have become a conventional means by which image processing can
provide accurate estimates of biomass; the Normalised Difference Vegetation Index
(NDVI) has been widely correlated with green biomass and final crop yields but has been
criticised for its failure to accommodate densely vegetated areas or to make allowance for
the influence of soil background on reflectance. The Perpendicular Vegetation Index (PV1)
and the Soil Brightness Index (SBI) were derived to overcome these limitations but do
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require ground data. ER Mapper contains alibrary of indices and band-ratios including
NDVI, PVI and SBI; these are readily accessed and applied through the Formula dialog
box.

NDVI can be used to derive grey scale images that can then be density sliced to produce an
alternative but equally clear output.

Irrigation requirements

Various techniques use reference crop evapotranspiration rates based either on the Penman
method or aclass “A” pan to assess irrigation requirements. In semi-arid areas with
sporadic rainfall, irrigation requirements are often assumed to be eguivalent to crop
evapotranspiration taking into account irrigation technique, soil type, leaching
requirement, crop growth stage, crop yield demanded and frequency of irrigation
application.

Intensive agricultural programmes in semi-arid areas, either extracting water from major
rivers through dam construction and diversion/off-take structures or abstracting it from
aquifers through tube-wells, makes tremendous demands on the water source. When to
irrigate and how much to apply is very important for the proper growth of crops and water
use efficiency. Irrigation enables the farmer to grow crops more-or-less continuously;
climatic and other factors limit actua cultivation periods.

A satellite image based study of centre-pivot irrigated circles within a catchment over one
or more years using ER Mapper will provide avery good indication of the number of crops
being grown per circle per year, the type of crop, the yields generated and therefore the
water demand of those farming systems. Water resource managers and those responsible
for agricultural devel opment can collude to ensure that abstraction rates for agriculture or
other large scale activities such as mining, power stations and industry do not exceed
aquifer recharge and do not adversely affect water quality in the catchment.

Conclusion

Satellite imagery offers atool for our times, a cost-effective means of data gathering;

ER Mapper is another tool, one that can exploit the widespread availability of remotely
sensed data to provide information to decision makers in a coherent and systematic
manner. As issues of environment and devel opment become increasingly contentious and
conflict-ridden, the ability to provide up-to-date and accurate information to help guide
and resolve agricultura and rural development planning is essential.
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Abstract

This application study involvestwo separate projectsin two | ocations of Western Australia
One study area is Geographe Bay, in the south-west (33.3S, 115.3E), and the other is the
Abrolhos and Montebello Islands, near Geraldton (28.5S, 114.4E).

In this study, ER Mapper has been applied to map coastal habitats because of its unique
ability to process satellite data for nearshore habitat investigations. Thisinformationis
useful for marine habitat protection and management, oil spill response and coastal
management planning.
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Monitoring of our environment, is by necessity, presently being given ahigh profile. It has
been realised that the use of leading-edge technology, where it can be shown to provide
definitive information economically, will greatly increase the efficiency and effectiveness
of projects. Thelength of the Western Australian (WA) coastline, is approximately
12,500km. The requirement for a conclusive study on marine habitats over a short period
of time, necessitated the use of remotely sensed imagery in order to provide high quality
information at the required scales.

Commonwealth Scientific Industry and Research Organisation (CSIRO), Division of
Fisheries is undertaking a project to map the underwater features of the WA coastline at a
scale of 1:250 000 with the support of the Western Australian Department of Transport.
The study area of this project is located in Geographe Bay, in the south-west of Western
Australia.

The find products from this project will be used by the Department of Environmental
Protection (DEP), Department of Planning and Urban Development (DPUD), Local
Government, Waterways Commission, Department of Transport, Conservation and Land
Management (CALM), Western Australian Department of Agriculture (WADA),
Department of Land Administration (DOLA) and the State Combat Committee.

The second project involves two study areas. They are located in the Abrolhos Islands,
west of Geraldton, and Montebello Islands, north of Onslow, and are also in Western
Australia.

The information obtained from the above projects will be used for marine habitat
protection and management, oil spill response and coastal management planning.

Available imagery

A number of different sources of imagery were used to build up a picture of the area
including aerial photography, scanned data and satellite imagery.

Aerial photography

Thereis, at present, alimited archive of aerial photography of the coastline of Western
Australiawith suitable specifications. Problems to date with the use of aerial photography
for water coverage relate to having an appropriate sun angle, to reduce sunglint and thereby
maximise water penetration, and to the prevailing weather conditions, aslow wind currents
arerequired. Thisis because low wind currents reduce surface scatter and produce low
swell, thus reducing the concentration of suspended sediment. In addition to these
problems, most of the photography islimited to land coverage, so often theinclusion of the
sea at the end of flight linesisfortuitous.
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Scanned data

Other imagery that is available for marine habitat mapping is provided by systems such as
the Gascoyne MC Airborne Multispectral Scanner. The scanner allows the imagery to be
flown under ideal weather conditions with high spatial resolution and multispectral
capability in the visible, shortwave and thermad infrared. Scanner data are useful for
mapping shallow waters and has been used in the Perth Metropolitan Coastal Waters Study.
The Gascoyne scanner islimited in its coverage area by afield view of 900 metresand a
flying height ranging from 1,000 to 10,000 metres, giving swath widths of 2-20 kmsand a
nominal spatia resolution of 2-20 metres.

Satellite imagery

Under ideal conditions, penetration of seawater by Landsat Thematic Mapper (TM), band
1, issuperior to aeria photography. TM imagery was chosen, in part, for this project
because of its cost advantage over aeria photography. Satellite data met all the specified
base requirements of CSIRO for this project. TM data, which covers an area of 185km x
185km, have the advantage of being archived every 16 days since 1986, giving a vast
choice of images from which to choose suitable cloud-free scenes.

After asearch of the current archive of TM scenes, which are stored on microfiche at the
Australian Centre for Remote Sensing (ACRES) and at the Remote Sensing Applications
Centre, a scene containing bands 1, 2, 3 and 4 was selected for its clarity and penetration
into water (wind, seas, tide). TM Bands 1, 2, 3 and 4 were used for the following reasons:
Band 1 (blue band) can penetrate water to depths of 25 metres depending upon sun angle
and water clarity; Band 2 (green band) is used to determine the turbidity component; Band
3 (red band) alows better delineation of the coastline; and Band 4 enhances both land and
vegetation. The selected scene also showed features in water depths to 50 metres for the
study area, afurther requirement of the project.

Geographe Bay

Georectification and image enhancement

Georectification and image enhancement were required. The selected image was rectified
to the Australian Map Grid (AMG) using a technique based on the selection of ground-
control points which gave aroot mean square (RMS) error of 1 pixel (25metres). The
image was then enhanced using combination linear stretches to highlight bottom types
such as reefs, seagrass, sand and rocks. Each enhancement was written to film on a
Colorfire 240. Photographic prints were made at scales of 1:250 000 and 1:100 000.
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Data integration

Field validation Trawl data has been used for this study. This data was collected during a
Western Australian Fisheries Department survey in 1991 using atowed video system and
Globa Positioning System (GPS). The method is described in Western Australian
Fisheries- Bulletin No. 100. The trawl data were gathered every 15 seconds and included
latitude, longitude, time, date and substrate type. The latitudes and longitudes were
converted to AMG co-ordinates, rasterized and merged with the TM data.

Bathymetry lines, supplied by the Western Australian Department of Transport, were
digitised in ER Mapper file format, converted to DXF files then merged into the TM
image. Files were converted to DXF files because they can be imported into awide variety
of image processing software.

Masking

The TM data were subsectioned using one of ER Mapper’s Regions menu options. Both
polygon and class type functions are avail able. Regions specified according to one or more
polygons can be used to mask or block off part of an image.

In this case, the TM data were subsectioned to mask out the land using alevel dlice
function. This function determines that digital numbers of less than a certain value
represent water and that where greater than a certain va ue they represent land. This
discriminating value will be different for each scene. Thisisused on band 4 because the
water absorption properties of this band allows the interface between land and water to be
separated. This permits the separate enhancement of the water using bands 3(R), 2(G) and
1(B).

The land was enhanced separately using bands 4(R), 3(G) and 2(B). The enhancement of
this band combination suits delineation of the land-water interface, as well as showing
terrestrial features.

Following the enhancement the two masked images were merged.

Image interpretation

Theidentification of the seagrass and other substrate types was done by a CSIRO marine
biologist with local knowledge of the area. Polygons were hand drawn onto the image
around features of similar tone, then labelled and digitised. These files were then archived
for use in future projects such as the State Combat Committee’s Oil Spill Response Group.

The Abrolhos and Montebello islands

In another project centred on the Abrolhos Idands, west of Geraldton, Western Australia
(28.49S, 114.36E), and the Montebello Idands, north of Onslow, Western Australia
(21.41S, 115.12E), thematic mapper imagery was used with SPOT panchromatic imagery.
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How to merge images

The SPOT and Landsat TM data sets were merged to create an image that has the high
resolution of the SPOT data, that is 10 metres, together with TM spectral qualities. The
steps used to merge the two images were to:

Register SPOT to Transverse Mercator projection (Australian Map Grid).
Register the TM Band image to the SPOT panchromatic file.

Merge the data using a fusion algorithm from the ‘Example_Data_Fusion’ directory
such as ‘Sharpen_TM_with_Pan.alg’.

This dgorithm merges three bands of the TM dataset displayed as Red, Green and Blue
layers with the SPOT dataset displayed as an intensity layer. Thisis carried out instantly,
without creating intermediate files.

Classification

Another method of identifying marine habitats includes the use of supervised and
unsupervised classification techniques. However, the water column effect on the
classification is apparent as the depth of water increases.This effect is caused by the
absorption and scattering of light in the water which obscures the sea-floor reflectance
variations.

In this situation low values are attributed to pixels defining features in deep water and
higher valuesin shallow water for the same biological features. An algorithm to remove the
water-column effects may need to be used to produce more accurate results.

An example of this problem was shown in an unsupervised classification routine of the
Abrolhos Island which identified approximately 20-25 classes. (Each group of islandsin
the Abrolhos were classified separately due to changes in habitat). The depth of water
around these islands is approximately 10 metres but there is still an effect from the water
column. Thiswas confirmed with field checking in an area where coral seen at 2 metres
depth was of the same species asthat at 8 metres. These groups were actually defined as
different classes on the image using the classification routines.

Conclusion

The results achieved in the mapping of marine habitats around the Abrolhos Islands,
Montebello Islands and Geographe Bay, have verified that TM satellite imagery was the
best source of data meeting the required specifications.

This application discusses anumber of remotely sensed data that can be used for nearshore
habitat mapping. It also suggests anumber of routines such as supervised and unsupervised
classifications that could be applied to the data to help determine the different marine
habitats.
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Thematic Mapper imagery was used in these projects because of the amount of coverage of
ascene, the ability of band 1 to penetrate into the water to detect marine bottom types and
the cost advantage over other systemsfor the large area of Geographe Bay. TM images also
are archived every 16 days which allows for alarger selection of imagery.

ER Mapper alows the data to be manipulated in real time using steps that are easy to
follow and understand. It has the ability to integrate vector and raster data with an easy to
use graphical interface to produce enhanced products useful to all people.
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Infroduction

Environmentalists and hydrologists are chief among those who have accepted the river-
basin as the fundamental unit in effective water resource management and planning.
Regional planners acknowledge that an up-to-date knowledge of current farming systems,
land tenure systems, water resource dynamics and planning strategies are integral to the
evolution of sustainable agricultural programmes. That this point has been reached comes
lessfrom the political well than from the emergence of means by which change, especially
degradation, in the whole environment can be recorded and reported. The improvement of
data collection systems, the development of low-cost means of analysing and then
disseminating the results could be deemed one of the early, if less public, benefits of the
evolving information super-highway. That decision making can be at least in part
determined by the presentation of previously remote and difficult to assimilate issuesin
terms of the stark reality that they represent is atriumph for the technology that makesiit
possible.

Thistechnology revolves around remotely sensed data. Traditional aeria photography was
supplemented, and may eventually be replaced in most forms, by the emergence into the
public domain of satellite borne imaging systemsin the early 1970s. Multi-spectral
satellite imagery has been available from the Landsat series of satellites since 1972 at a
spatial resolution of 80m and latterly from Landsat TM (since 1984) at a spatial resolution
of 30m. One of the most important characteristics of these data sourcesisthat the satellites
cover exactly the same part of the Earth’s surface at regular intervals (16-18 daysin the
case of Landsat).

Water resources, agricultural development
and environmental change

From the Danube to the Mississippi and the Nile, trans-national water management bodies
arebeing set up to try to ensure the fair and effective utilisation of water resources. In other
basins (e.g. Tigris’Euphrates), negligence, politica will and international stand-offs are
combining to ensure uneven and destructive development. The Omo-Gibe catchment of
south-west Ethiopiaisasmall but useful exampleillustrating the need for international
cooperation and participation.

While no-one can argue that the major needs of the global population are food and water,
there are many who forget, ignore or ssmply ride roughshod over the legitimate concerns of
othersto pitch short-term gain against long-term need, the powerful against the powerless
and administrators and bureaucrats against the land users and guardians.

Water is perhaps the most important resource upon which future agricultural production
depends. The hydrological cycle that charges the rivers, lakes and aquifers of any river
basin feeds the soils, the trees and the crops. Sustainable agricultural production depends
not only on the continuation of this cycle but on other characteristics that determine land
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capability and land suitability. Micro-climatic factors, slope, soils, wildlife and farming
systems can only be combined in a finite number of ways until their inter-relationships
start to disintegrate. When this happens, the very sustainability of the systemiscalled into
guestion. There may be solutions but they are invariably short-term, consisting of
chemicals and fertilisers and the dubious benefits of intensification. Soil erosion, water
pollution, nutrient depletion and falling yields and incomes are all products of short-
sighted development strategies.

However, until thereis evidenceit is frequently too late to pre-empt the development of
agricultural systems that are, in the end, not sustainable. Thus, it is essential that case
studies are produced and models evolved that enable the planner to cogently argue the case
for more pragmatic development. Hard data on environmental change is notoriously
difficult to obtain; proving the causal linksis even harder. Hence the pressure on the
monitoring and data collection systems to provide tangible evidence of change and to link
it to changes in the use of the environmental and natural resources of the contributing
regions.

Example: Erosion, Siltation and Lake
Capacity

False colour image or Colordrape

The spectral resolution of Landsat satellite imagery allows the user to produce fal se colour
compositeimages (FCCs) in ER Mapper using aBand 123 combination for MSS and Band
234 for TM. While the spatial resolutions do differ significantly, thisis not amajor
disadvantage when evaluating trends and gross changes over time. The band combinations
produce similarly coloured images for the same time of year.

Rectification

The next step is to ensure that both images are corrected to the national mapping series.
Thisis easily done using the ER Mapper Geocoding Wizard; the user is prompted for
map coordinates for ER Mapper to correct the imagery to the map sheets. Inthiscase a
nearest nelghbour resampling a gorithm was used to ensure DN value integrity.

Classification

A classification procedure was then adopted for each image. The objective of the analysis
was to discriminate the water body from the surrounding land. Water has avery distinct
spectral signature that enables easy discrimination; either of the infrared bands, which are
completely reflected by water bodies, or the blue band, which allows for extended water
penetration, can be used. In this case the infrared band in each FCC scene was used to
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identify the extents of the water body. By combining a scattergram with the cursor values
associated with Cell Values Profile Window (from the View menu) it was easy to
identify the range of DN val ues associated with the water bodies.

With these values a simple classification algorithm was devel oped for the each image that
created an effective “mask” or class for the lake. On the M SS scene this was col oured blue
while on the TM scene this was coloured white. It was then asimple task to subtract the
1994 data from the 1973 data to gather arough estimate of the change in the lake at the
north end associated with the deposition of soil.

Image mosaicing and annotation

One of the unfortunate facts about the different generations of Landsat satellitesis that
their paths are very dightly different. This means that while the M SS scene coversthe
whole of the north end of the lake, the TM scene only covers about 90% of it, leaving out
the Western edge. As an intermediate solution the MSS and the TM data were mosaiced
and the two classifications overlain. ER Mapper’'s annotation system was used to draw an
approximation of the areato the west of the TM datathat could be assumed (on the basis of
all the other evidence) to have also become silted up. This was added to the 1994 data to
give an improved statistic on environmental change.

Statistics

The approximate statistics extracted indicate that some 610 sg. km of lake have beenlost as
aresult of soil deposited in the lake by the Omo-Gibe river system. It should be noted that
thisbasin is about 77000 sq. km. Without some more precise bathymetric datait is not
possible to estimate atotal volume of silt but using simple figures (e.g. depth of new silt to
an average depth of 5m), an erosion figure for the whole catchment of 20m3/halyr
emerges!

Conclusion

When such datais coupled to parallel evidence in the dams and rivers of Northern Ethiopia
and neighbouring Sudan, it is difficult to avoid the conclusion that there has been a
dramatic change in the way in which land and water resources are being managed. Aware
aswe are of the recent history of drought, famine, warfare and widespread deforestation in
thisregion it would be easy to describe the changes as self-inflicted. We are also aware that
the soil rich and climatically rich Ethiopian highlands are both the heartland of much of
modern international agriculture and their own mine of regeneration.

However, man-made environmental changes take many forms, from short-term expediency
and necessity through political force (resettlement and trans-migration being significant
factorsin Ethiopian land and agricultural change) to long-term international transgressions
of unrealised impact (atmospheric and oceanic in particular) and internationally imposed
economic restructuring. It would be unwise for planners and decision makersin national
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institutions and in donor agenciesto plead political and economic expediency in the face of
awedth of datathat, while not indicative of the proportionate role of causal factors, does
provide solid evidence of the lasting and detrimental impact of poorly conceived and
inadequately controlled agricultural development.

As more and more studies such as this preliminary investigation reved the extent of
environmental change and the associated decline in environmental (and human) condition
so the role of satellite imagery, the function of ER Mapper and the role of the planner will
be empowered by national and international organisations alike.
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Background

The Baltic Seais aunique water body characterised by extreme cold, slow circulation,
extensive shallows and anarrow channel or channels to a more dynamic, conventional
ocean regime. The countries that border the Baltic Sea have large coastal towns and, in
some cases and more importantly, catastrophic industrial (and agricultural) legacies that
have in themselves been the concern of environmentalists for some time.

Concern increased during the 1980s as the downstream impacts of smoke-stack industrial
centres, large scale mono-cropping, intensive fertiliser use and acid rain deposition became
increasingly self-evident (declining fish stocks, polluted beaches, red tides, deteriorating
water quality) acrossthe region culminating in the endorsement of the Helsinki Convention
on sustainable use of the Baltic by Baltic Sea adjoining countries in 1990. With the
collapse of the regimes of the former Eastern Europe and as concerns about the effects of
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anthropogenic activities in changing nutrient runoff became more serious, aregional task
force (HELCOMTF) was established. The members are all countries bordering the Baltic
that have mgjor rivers flowing into the sea and major multilateral financial institutions.

Poland, as on of the contracting parties, has pursued several programmes to monitor the
flow of pollutants into the Baltic and to evolve adequate mitigation measures to reduce
these outputs. This approach recognises that one cannot hope to manage impacts on a
runoff-affected marine area without managing the man-induced exportsto it from adjacent
watersheds or to formulate land devel opment programmes without considering potential
impacts on ecologically and economically important downstream systems. It isin this
context that the National Geological Institute in Poland (PIG) has carried out a pilot study
to assess the use of satellite imagery to study the effects of pollution, sedimentation and
algal growth in the Gulf of Gdansk caused mainly by the Vistula River.

Every year thisriver transports a heavy load of nutrients, nitrogen and phosphor from a
heavily urbanised and polluted hinterland that reaches as far as the coafields of Silesia.
Thiswater (often carrying 4-5 times or more higher levels of nitrates and phosphates than
in “undeveloped” outflow) mixes with the saline Baltic waters in the Gulf of Gdansk and
eventually with the rest of the Southern Baltic Sea.

Bio-optical Algorithms

Traditionally, researchers and others collect marine-based measurements of sea-water
variables at the same time as the satellite imagery is acquired. In this case there was no
ground data coincident with the imagery, precluding supervised classification techniques
from being used; therefore alternative techniques were evolved.

Bartolucci (1977) and Alfoldi (1982) both suggest a non-linear relationship between
reflectance and particlesin suspension. The greatest discrimination in spectral response
between clear and turbid waters occurs between 0.6-0.9mm while the 0.51 mm to near-
infrared bandwidth has several windows ideal for assessing phytoplankton related
phenomena such as the near-surface concentration of chlorophyll-a pigments and ocean
colour. Phytoplankton has a sunlight absorption peal in the blue band by virtue of its
resident photosynthetic pigment, chlorophyll-a. The annua phytoplankton growth cycle
(often peaking with algal bloom) depends on the effects of photosynthesis which are
strongest in the summer months.

Image processing

Having acquired Landsat MSS and TM from the last 4 years, PIG have used ER Mapper
for image processing. ER Mapper was considered particularly appropriate to the tasksin
hand because of its algorithm module which allows the user to develop and edit in situ the
complete description of the image processing tasks to be implemented. The study had to
use formulae devel oped elsewhere; ER Mapper |ets the user apply these very easily.
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Principal Components Analysis (PCA)

ER Mapper smplifies this process in which data redundancy engendered by extensive
interband correlation can be reduced. This transformation was performed on all Landsat
MSS bands and the first 4 bands of the TM imagery. Subsequent multi-band enhancement
and histogram equalisation created readily interpretable hardcopy.

Turbidity and Chlorophyll Concentration

The study used the formula devel oped by the REMONO project (REMOte sensing NOrth
Sea) in ER Mapper to assess turbidity in the Gulf of Gdansk:

Tu = —24.47 + (1.03 x bl) — (1.65 x b2) + (1.46 x b3) + (0.30 x b4)

Similarly, the following formulawas used in ER Mapper to evaluate phytoplankton
blooms:

Ch = —131.32 + (7.3 x b1l) — (13.91 x b2) + (12.66 x b3) — (3.63 x b4)
where:
bl = green (0.50-0.60mm)
b2 = blue (0.60-0.70mm)
b3 = reflective infrared (0.70-0.80mm)
b4 =reflective infrared (0.80-1.10mm)

These algorithms were applied to detect the sedimentation process and the intensity of
agal growth. The thermal band from Landsat TM (10.40-12.50mm) was a so incorporated
at this stage because there is a strong correlation between sea surface temperature (SST)
and phytoplankton blooms.

Comments

At the moment there isinadequate infrastructure and poor capacity to apply known
methods to monitor the fast-deteriorating Baltic Sea marine environment. Remotely sensed
data, marine based and laboratory measurements need to be integrated in a cost-effective
way to provide a monitoring solution for the dynamic marine ecosystem of the Baltic. The
potential role of satellite data could be seen in theimages. In the M SS scene of 8 July, 1991
water masses from the Vistulawere clearly visible as they moved east along the coast. The
currents were clear because of the algal bloom synonymous at this time of year with the
drift of warm water masses. In the same image the Russian port of Baltijsk could be
identified as a possible major source of pollution. In the Landsat image, illustrating the
utility of the Landsat TM thermal band for high temperature contrasts, significant
temperature differentials were clearly visible in a 15km diameter from the mouth of the
Vistula River.
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The future

Several projects are about to start which will further enhance the knowledge and
monitoring capabilities of the Gulf of Gdansk and for the whole Polish coastal zone. The
focus of these programmesis an analysis of both currents and the sedimentation process,
an applications sector that continues to evaluate the role of satelliteimagery and for which
intuitive image processing packages such as ER Mapper are very appropriate.
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Absitract

ER Mapper has been used to study lightning strikes and forest degradation in
tundrerlike regions with poor atmospheric conditions.

Locations

There are two study areas: onein the Yukon Flats, Alaska, where the lightning
project is based; and the other in Anchorage at the Pacific Northwest Experiment
Station, where boreal forest management is studied.
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Infroduction

Islightning actually more likely to strike a second time in the same place? That's
one of the theories USDA Forest Service researchers are investigating in Alaskan
forests. The lightning strike project is part of a multiphase resource inventory
program the Forest Service is conducting to devel op improved methods of
indentifying forest areas that are susceptible to, or have already undergone,
catastrophic change.

Also, athough Alaska and other northern regions are often characterized as barren
tundra, many are actually covered with vast expanses of boreal or high-latitude
forests. The conifers, aspens, birch and other species that comprise these forests
survive in harsh yet delicately balanced ecosystems that are highly susceptible to
forest fires, pollution and other more subtle environmental changes.

Lightning project

The lightning project is not nearly as far-fetched asit sounds. According to Ken
Winterberger, a Forest Service remote sensing specialist and inventory forester,
“Historical dataindicatesthat previoudly burned forest areas receive more lightning
strikes than non-burned areas. We are trying to determine if there is a cause-and-
effect relationship.”

The Alaska Fire Service maintains a network of 15 antennae sensors that record
and locate lightning strikes across the state. When strikes are recorded in forested
area during non-precipitation storm events, smoke spotting planes are dispatched to
see if ablaze has been ignited and firefighters must be called in. That datais also
being used in the study.

The foresters are testing the theory that burned areas promote the formation of
cloudsfrom which lightning bolts strike. The theory proposes that the charred areas
left behind by forest fires appear dark and non-reflective. This dark surfaceis
believed to heat the air above, creating the right conditions for cloud formation.
Those built-up clouds could be the source of additional lightning bolts.

“What we are really concerned with in these projectsis not the lightning itself, but
the effects of the lightning,” said Winterberger. “We are seeking new techniques to
monitor catastrophic change that may assist in the management of northern
forests”
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Boreal forest project

The boreal forest research is being conducted by the Forestry Sciences Laboratory
(FSL) in Anchorage, afield office of the Forest Service's Pacific Northwest
Experiment Station. In recent years, the FSL has expanded its forest monitoring
program to include applications of remote sensing and advanced spatial data
analysis techniques.

In Alaska, the FSL often teams with forest land owners, environmental
organizations and other groups with an interest in managing the forest’s resources.
The private sector groups usually assist in the projects as partners, offering funding
or manpower. Because the ecosystem of high-latitude forestsis so delicate and
unique, the Forest Service often shares boreal forest information with other
northern nations such as Canada, Norway, Sweden, Finland and Russia.

“We are trying to move our inventory program into the 21st century with image
processing technology,” said Winterberger. “Most of the organizations that use our
inventory datawould likeit in digital form for analysis in geographic information
systems”

Due to widespread application of digital data within the forest resource
management community, and the Forest Service's plans to implement an agency-
wide GIS, the FSL in Alaska has embarked on a pilot project to examine the
capabilities of in-house image processing in their boreal forest projects.

“One of our goalsisto create image analysis and processing algorithms tailored
specifically to forest inventory applications,” Winterberger said. “ The algorithms
devel oped here can be standardized, packaged and provided to researchersin other
Forest Service labs or in other countries.”

Customizing forestry applications

The Forest Service Laboratory in Alaska has equipped its facility with Sun
Sparcstation workstations for all image processing and GI S projects. In choosing
image processing software for the pilot study, the FSI determined that the ability to
develop customized processing routines and to handle several types of digital data
was a critical requirement.

“We selected ER Mapper software for image processing because its dynamic
algorithm component allows the user to write custom programs in realtime and
process severd types of data as avirtual dataset,” said Winterberger.

ER Mapper’s algorithm-based design is a new image processing concept that
enables the user to specify a sequence of formulas, filters or transformations for
interactive application to raw datasets. Instead of being saved to an immediate data
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file, the changes to the data are rendered directly on the display. The algorithm
design reduces disk space and lets the user experiment with many processing
functionsin realtime on the workstation screen.

The FSL researchers are using the algorithm capability extensively in ajoint
project with the VN Sukachev Forest Institute in Moscow. Russian and U.S.
foresters hope to devel op new satellite image processing techniques capabl e of
detecting catastrophic changein boreal forests and determining the degree of forest
damage.

The project is taking place in the Norilsk area of north-central Siberia, the site of a
major copper and iron smelting operation. Years of smelting have produced acid
rain that has poured on the downwind forests for kilometers.

Russian scientists have collected extensive ground data, measuring the extent of
tree damage in a 200-kilometer by 50 kilometer area downwind from the smelting
operation. The pollution has spread downwind, causing varying degrees of tree
damage. The most severe damage is located near the core with less destruction, or
improved tree health, farther from the smelters.

The damage iswell documented, and the degree of damage changes subtly away
from the smelters,” said Winterberger. “We are trying to see what image
enhancement functions can detect the differences in spectral reflectance
representing the variations in tree health.”

The FSL has obtained several types of satellite data for the project including
Landsat, AVHRR (Advanced Very High Resolution Radiometer) and Russian
imagery. Researchers are experimenting with a variety of enhancement techniques
to highlight the slight differencesin spectral reflectance among various levels of
forest damage. Promise has been shown using various edge enhancement filters.

“Using the algorithm component, we manipul ate the image data right on the screen,
applying filters, making adjustments and then running it again, al in realtime,” said
Winterberger. “It really speeds the development process.”

To divide the Siberian treesinto accurate classes based on their species and relative
health, FSL uses a combination of unsupervised and supervised image
classification techniques to improve the efficiency and accuracy of the
classification process.

First, they choose subsets, or cluster blocks, of the larger image areathat contain as
much variation in cover types as they expect to find in the larger image. Usually the
selected cluster blocks are areas where the cover types are well understood, such as
areas previously imaged with aerial photography.

Next, they perform an ISODATA unsupervised classification on the cluster blocks
which divides the smaller subset images into classes representing primary cover
types or ‘ecoregions . Using the image data statistics for each ecoregion astraining
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classes, they then perform a supervised classification of the entireimage area. This
technique uses | SODATA to capture the primary cover type variation first, whichis
then used to refine the subsequent supervised classification of the satellite imagery.

Fusing, mosaicing, and virtual datasets

One of the problemsthe FSL faces in high-latitude projectsis the lack of adequate
data over many areas. The northern latitudes are frequently covered by clouds
which thwart optical imaging sensors such as Landsat and SPOT. Datacollectionis
further hindered by poor ground station coverage. Neither the Landsat nor SPOT
station covers all of Alaska. Likewise, over Siberiawherethejoint U.S. Russian
project is underway, downlink capability is poor because of a holein coverage by
TDRSS, the satellites that relay remote sensing data back to ground stations when
the remote sensing satellite is not within range of the station.

“There are so many gapsin high-latitude imagery that we use whatever datawe can
lay our hands on... Landsat, SPOT, AVHRR, Russian and high-altitude
photography,” Winterberger said. “Frequently, we have to use different datasets in
the same classification project.”

To overcome this situation, FSL is making use of anew image processing
technology called virtual datasets, which was introduced by Earth Resource
Mapping inits 4.0 release of ER Mapper. Virtual dataset technology isan extension
of the dynamic algorithm feature. It allows the user to access two or more separate
datasets on disk asif they were asingle dataset. The virtual dataset can be accessed
for processing in realtime similar to the way algorithm functions are accessed
without creating intermediate disk files.

The Forestry Sciences Laboratory has used the virtual datasets feature extensively
for projectsin Alaska and Russia where a combination of several types of image
data was needed to create a complete image of cloudy or smoke covered areas so
that visual analysis could be performed.

In those projects, the researchers combined all available imagery for agiven area
into one virtual dataset containing severa different types of imagery, for example
from Landsat and AVHRR, as well as multiple dates of the same type of imagery.
By applying thresholding to the data or defining problem areas as polygon masks,
cloud or smoke obscured pixels could be masked out and interactively filled with
clear imagery of another type or different date for the same image area. By using
virtual datasets, the researchers can work efficiently with the multiple datasets
without having to merge them all into asingle, very large disk file.

FSL isusing amodification of the virtual dataset technique in the lightning study.
The scientist are creating a virtual dataset of image data acquired by the Advanced
Very High Resolution Radiometer (AVHRR) aboard aNOAA weather satellite, and
the digitized lightning strike data recorded by the Alaska Fire Service antennae
network.
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In apilot study in Yukon Flatsin east-central Alaska, Winterberger's group has
combined the two types of datato create avirtual data mosaic that is processed
interactively. They are analyzing the virtual dataset to discover correlations
between burned areas, revealed by the AVHRR thermal band, and lightning strike
datarecorded by the antennae network. The result is realtime composite display of
the multiple datasets.

Implications

According to Winterberger, “The Forest Service doesn’t make interpretations from
information like the lightning project, but we supply the data to the forest land
owners or environmental organizations so that they can develop appropriate
management strategies.”

The boread lightning strike project and other forest management programs under
way at the Forest Sciences Laboratory are aso tied into alarger study - one of
global proportion.

Some of the information being collected pointsto anincreasein forest firesand a
northern movement of the forests. Both could be related to the global warming
scenario espoused by environmental scientists. Furthermore, according to
Winterberger, Forest Service investigations into the delicate ecosystem balance of
boreal forests may provide insight into this warming phenomenon.

The Forest Service hasinitiated a major program to equip each of its 150 forest
officesin nine regions across the United States with advanced GIS and image
processing capabilities. Many of the image processing techniques being developed
for application in boreal forests by the FSL in Alaskawill be standardized and used
in forestry management programs throughout the National Forest system.

Conclusion

ER Mapper’s flexible and realtime image data processing capabilities are well
suited for integrating information that will help in boreal forest management. Its
advanced technology not only makes the processing of more than one dataset
possible as asingle dataset, but it's image enhancement capabilities are also useful
when datais scarce owing to poor atmospheric conditions, hel ping interpretation.
This was shown by the lightning strike and boreal forest applications.
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Absitract

In this study ERS-1 Synthetic Aperture Radar (SAR) imagery was used in optically
inaccessible areas such as those susceptible to cloud cover and thick vegetation.

Infroduction

ERS-1 SAR (Synthetic Aperture Radar) provides a new and important remote sensing
technique. It is particularly valuable for geological analysisin highly vegetated, cloud
covered regions. The ability of SAR to penetrate clouds allows many of these regionsto be
studied on satellite imagery for the first time.
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Many equatoria regions are the focus of current mineral and petroleum exploration
interest. However, these areas are generally covered with rain forest and often have
persistent cloud cover. For such areas cloud free optical satellite imagery, such as Landsat
TM or SPOT is commonly unavailable. Consequently, the use of remote sensing
techniques in these regions has been principally restricted to airborne radar. However,
ERS-1 SAR now provides a highly cost effective means of undertaking regional analysis.

Characteristics of ERS-1 SAR imagery

The following features of ERS-1 SAR are important in mineral and petroleum exploration:

« ERS-1SARisvery useful for geological analysis because its ability to penetrate clouds
allows areas under persistent cloud cover to be studied on satelliteimagery for thefirst time.

» Although SAR does not penetrate foliage to any great extent, the vegetation canopy
frequently reflects variations of the surface topography, which may provide information on
geological structure and stratigraphy.

» SAR also emphasi zes subtle topographic variations which may be related to geological
structures. Such features may not be obvious on vertical optical imagery.

* ERS-1SAR hasan advantage over airborne radar since it has a higher depression angle and
conseguently moreinformation is obtained from the back slopes of mountains. On airborne
radar the back slopes appear black and featureless.

* Thedepression angle of SAR highlights preferentia erosion along faults, and consequently
they appear more pronounced than on vertical optical imagery. The identification of faults
and fault intersections is particularly important in mineral exploration.

« Intrusive bodies generally have a significantly different surface texture to the surrounding
rock and thus tend to be emphasized on SAR imagery. These textural variations are also
frequently reflected in the vegetation canopy. The identification of intrusives and their
marginsis of particular significance in mineral exploration.

» SAR images can aso be used as base maps for logistical purposesin areas of persistent
cloud cover which lack accurate topographic maps.

* ERS-1SAR can also beusedto obtain abase line landuse classification prior to exploration
in remote regions. SAR image acquired during and after exploration can be used to
determine if exploration has had any significant effect on the environment.

* Recent advancesin SAR interferometry has enabled the generation of digital terrain models.
This allows the construction of structure contour maps and calculation of fault
displacement, for example, so has important implications for petroleum exploration.

We have recently undertaken two studiesusing ERS-1 SAR, onefor oil explorationin Irian
Jaya, the other for mineral exploration in Panama
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Panama case study

We were approached by a major minera exploration company to undertake a regional
structural analysis of western Panama. Much of the areais densely vegetated. Topographic
maps are available; however, these show significant inaccuraciesin the more remote areas,
particularly in the shape and position of rivers and river junctions.

Satellite image availability and acquisition

The study areaiis covered by 3 Landsat TM scenes; however, no cloud free imagery was
available. There was only one image in archive which did not have more than 30% cloud
cover. This scene had 10% cloud cover in its northern quadrants, while its southern
quadrants were cloud free. Cloud free SPOT imagery was unavailable.

It was decided that the best approach was to acquire the central TM scene which had the
least cloud cover and three ERS-1 SAR scenes. These provided partial overlap with some
of the cloudy areas on the Landsat TM, aswell as coverage of the remainder of the study
area

ERS-1 SAR interpretation

The ERS-1 SAR provided agreat deal of geological information which could be combined
with the Landsat TM interpretation to produce a coherent structural synthesis for the area
and enable the identification of exploration targets.

Correlation with Landsat TM

In the areas of overlap a useful correlation between the two forms of imagery could be
made. In areas of sparse vegetation cover the geological structures identified were
essentially similar, although there is atendency for structures subperpendicular to the radar
wave front to be less obvious on the SAR. However, amajor advantage of the SAR over
Landsat TM was found in the interpretation of the jungle covered areas. Onthe TM a
number of widely spaced faults were identified, while considerable more structural detail
could be distinguished in the same areas on the SAR.

Identification of fault zones

Fault zones could beidentified on the SAR imagery. They are generally expressed as linear
topographic lows, due to preferential erosion along the fault trace. Faults can also be
identified by linear changes in surface texture, or by sudden linear elevation changes or
breaks in slope. Some of the faults correspond to structures which had been previously
mapped; however, alarge number of previously unknown structures were also identified.

The depression angle of the SAR tends to emphasize the more subtle topographic features
which often correspond to smaller scale faults. The identification of these enabled fault
zones, composed of clusters of subparallel fault segment, to be mapped out.
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It was possible to determine relative displacements on faults from their cross-cutting
relationships and hence identify dilational zones along the fault trace. Such areas can be
important for locaizing mineralization. A large number of fault intersection zones could
also be identified. Some of these may control mineralization and indeed many of the
known mineral prospects in the region occur on, or close to, such intersections.

Identification of intrusive bodies

The main mineralizing event in Panama s associated with a phase of igneous activity.
Conseguently, many of the mineral deposits are closely associated with igneousintrusions.
By using acombination of Landsat TM and SAR it was possible to identify alarge number
of intrusive bodies which in the right structural setting may be associated with
mineralization.

In areas of good exposure the wide spectral range of Landsat TM is useful for
discriminating intrusives from the surrounding rocks. However, since much of the study
areaisjungle covered the use of spectral properties was of limited value. By examining
textural characteristics on the SAR it was possible to identify alarge number of uniform
texture. Intrusives can still be distinguished even where the areais densely vegetated by
identifying subcircular areas with a more uniform vegetation canopy, areflection of the
surface topography.

Subcircular structures with topographically positive rims can aso be distinguished and are
interpreted to be extinct vol canic complexes.

Layover effect

A problem with al radar imagery is the layover effect which can become quite severein
rugged terrain. In Panama the terrain rises quite rapidly from the coastal lowlands to the
Cordillera Central. In the mountainous west, the layover effect on the SAR is quite
pronounced, but, because of the relatively high depression angle of the ERS-1 SAR
compared to conventiona airborne radar, it is possible to identify features on the
backslopes.

Even where the layout is greatest on, or close to, the crest of the Cordillera Centrdl, it is
possible to trace fault zones across the mountain range.

Synthesis and exploration target generation

The large amount of data on fault zones and intrusives obtained from the interpretation of
the ERS-1 SAR, together with datafrom the TM, allowed a coherent structural synthesisto
be made. A chronology of deformation events was established on the basis of cross-cutting
relationships between faults. The faults can be classified in terms of pre-mineralization and
syn-mineralization structures. One of the most important results was the identification of a
set of faults which were actively forming during igneous activity and which appear to
localize many of theigneousintrusions. Fault zonesin this orientation are also frequently
associated with known mineralization.

The intersection zones between these faults and intrusive bodies represent areas of
potential mineralization. The identification of such areas on the SAR allows a number of
exploration targets to be generated.
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On the basis of thisinterpretation the exploration company now has a geological
framework on which to base their exploration program, as well as a number of targetsto
examine. In addition, the SAR images can be used as|ogistical base maps since they givea
more realistic and accurate view of the terrain than existing topographic maps.

Irian Jaya case study

Irian Jaya has become the focus for petroleum exploration in recent years. The region is
extremely remote, no detail ed topographical maps are available and there is essentially no
inland infrastructure. Much of the areais covered in dense rain forest. This poses a major
logistic problem in petroleum exploration. The use of satellite imagery is an obvious
technique to overcome this difficulty; however, the region is also associated with extensive
and persistent cloud cover. Consequently, thereis no cloud free optical satellite imagery
available.

ERS-1 SAR provided thefirst opportunity for this areato be studied in detail using satellite
imagery.

Satellite image availability and acquisition

We were requested by a petroleum expl oration company to provide logistical base maps,
geological and landuse interpretations from satellite imagery for an exploration concession
in one of the more remote parts of Irian Jaya. ERS-1 SAR was the only form of imagery
availablewhich fulfilled the requirements. Six ERS-1 SAR sceneswererequired. A mosaic
of these was produced. This gave the exploration company their first detailed overview of
the terrain and provided them with an accurate base map which could be used for logistical
purposes.

ERS-1 SAR interpretation
The study which is on going involves a number of phases:

Phase 1 involved the provision of an SAR mosaic with licence block boundaries, existing
well locationsand aUTM grid to act as a base map.

Phase 2 required alanduse/terrain classification using SAR within the licence block.

Phase 3 involves a geological interpretation of the SAR mosaic, and has yet to be
compl eted.

Landuse/terrain classification

A landuse/terrain classification map was produced. This was partly to gauge agricultural
activity and deforestation, aswell asto provide an environmental base line before the onset
of active exploration. By applying various filtering techniques the imagery was processed
to highlight different landuse and terrain categories, principally in the basis of textural
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features. It was not possible to directly define the nature of vegetation in each category,
athough plantations and areas of deforestation could be identified. Ground control is
needed before the precise nature of each category can be established.

Theterrain classification isimportant for logistical purposes, and provided an important
aid in planning seismic surveys and drilling rig accessibility.

Geological interpretation

The SAR imagery enabled a geological analysis of this highly inaccessible region. By
using textural characteristicsit is possible to map out stratigraphic packages. In particular,
areas of karstic limestone have a characteristic highly uneven, low lying surface.
Interbedded sandstone /shal e sequences can be distinguished by narrow resistant ridges
aternating with more eroded bands. Using such criteria tentative stratigraphic correlations
can be made, allowing a basic geological map to be produced which can be refined by the
incorporation of ground data.

Magjor faults can be readily identified on the SAR. Some of these appear to be the bounding
structures to downthrown blocks and their delineation isimportant in providing a
preliminary assessment of the petroleum prospectivity of the area.

A fold and thrust belt was also identified. Gentle topographic domes seen on the SAR
imagery are the surface expression of anticlines within the fold and thrust belt. The
identification of these features isimportant since they are the most common form of
petroleum trap. Even where the folds are very broad open structures, the side-looking
nature of SAR emphasizes their topographic expression so they are more readily
distinguished than would be possible from vertical optical imagery.

Planning of seismic surveys should take into account surface structures identified from
image interpretation. Faults identified on the seismic profiles can be correlated with the
fault surface tracesidentified on theimagery. Thisimposes constraints on the correlation of
structures between adjacent seismic lines. Although this study is not yet complete the ERS-
1 SAR has enabled analysis of landuse, nature of terrain, stratigraphy and structural
geology. This could not have been possible using optical imagery. The exploration
company will thus have a good logistical base map and a preliminary geological
interpretation which can be refined by field verification.

Concluding points

ERS-1 SAR has proved very useful for geological analysisin areas of persistent cloud
cover. In many equatorial regions cloud free imagery is unavailable, and the ability of SAR
to penetrate clouds allows these regions to be studied on satellite imagery for thefirst time.

Regional geological studies can be undertaken using amosaic of ERS-1 SAR images at a
relatively low cost.

The use of ERS-1 SAR imagery has been a valuable remote sensing technique for mineral
exploration in Panama.
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» ltisparticularly useful for geological analysisin densely vegetated areas.

» The Panama study has shown that fault zones tend to be emphasized by the SAR, evenin
areas of dense vegetation.

» Igneousintrusions can be recognized by textural contrasts on the SAR, which are often also
reflected in the vegetation canopy. Such featuresin highly vegetated terrainstend to be less
obvious on optical imagery.

* ERS-1SARisaso of great benefit to petroleum exploration in equatorial regions, as seen
in the Irian Jaya study.

» Theimagery can provide alogistical base map in remote, poorly mapped areas which are
characterized by persistent cloud cover. This can be used for planning seismic surveys or
determining drilling rig accessibility.

» Theidentification of folds and fault blocks from the SAR can be used to provide a
preliminary assessment of the petroleum prospectivity.

» Theresults of the Irian Jaya study indicate that there is great potential for the use of SAR
for petroleum in areas of persistent cloud cover and dense vegetation.
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M apping Shelf Circulation off Western Australia

Author

Alan Pearce, CSIRO Division of Oceanography, Marine Laboratories, PO Box 20, North
Beach, Western Australia 6020 and Heather Aquilina, Earth Resource Mapping, Level 2,
87 Colin Street, West Perth, Western Australia 6005.

Synopsis

Thermal infrared satellite imagery is widely used to chart ocean currents by mapping sea-
surface temperatures (SSTs) associated with different water bodies. The technique has
been of particular value in monitoring the structure and behaviour of little-known ocean
currents such as the Leeuwin Current off Western Australia
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Infroduction

The Leeuwin Current is a stream of warm tropical water flowing southwards down the
Western Australian coast (Cresswell and Golding 1980), completdly different from the
corresponding currents off the western coasts of southern Africa and South America,
where cool currents flow northwards. Associated with the Benguela Current (South Africa)
and the Humboldt Current (Peru/Chile) are seasona ‘upwellings' of nutrient-rich
subsurface water onto the continental shelf, resulting in highly productive regions which
support some of the world’s largest fisheries (Pearce 1991).

Whileits sourceis still unknown, it appears that the Leeuwin Current originatesin
equatorial regions north of Exmouth, but is also fed continually by surface waters of the
south-eastern Indian Ocean flowing towards Australia (Godfrey and Ridgway 1985). On
reaching Cape Leeuwin, it swings left and heads eastwards into (and sometimes across?)
the Great Australian Bight. It flows most strongly during the autumn and winter months,
and is responsible for transporting the larvae of many tropical marine organisms into
southern waters (Maxwell and Cresswell 1981, Hutchins and Pearce 1994). It a so seemsto
play an important rolein recruitment to some Western Australian commercial fisheries
such astherock lobster, scallops and prawnsin Shark Bay, and salmon and pilchards along
the south coast (Lenanton et al. 1991, Pearce and Phillips 1994).

Satellite imagery has shown that the Leeuwin Current is acomplex system of alongshore
jets with periodic offshore meanders or waves which can carry the warm water over 200
km offshore (Legeckis and Cresswell 1981, Prata et a. 1986, Pearce and Griffiths 1991).
Localised current speedsin these large meander-like features can exceed 1 m/s (2 knots),
but average speeds are generally about half this. Surface temperature changes across the
Leeuwin Current boundary off the west Australian coast are of order 1°to 2°C, but along
the south coast (where the tropical waters meet Southern Ocean water) the SST differential
can exceed 4°C.

Data

NOAA satellite imagery has been received and archived in Perth since late 1981 (Pearce
1989), giving us the longest time-series of NOAA imagesin Australia. Sea surface
temperatures derived from the Advanced Very High Resolution Radiometer (AVHRR-2)
on the NOAA satellites are used in this case study to map the circulation of the Leeuwin
Current system, using a part scene of calibrated data supplied by Dr. |. Tapley (CSIRO
Division of Exploration and Mining), prepared from source data courtesy of Curtin
University. The orbit isNOAA7/17111 on 17 October 1984 covering an area off Western
Australiafrom Shark Bay to Cape Leeuwin.

Each NOAA satellite passes over any particular part of the earth or ocean twice a day, and
there are always two operational satellites, so any part of Western Australiais covered four
times per day. However, thermal infrared radiation does not penetrate cloud, and so many
passes cannot be used for ocean mapping—a severe limitation in southern waters during
the winter months.
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The AVHRR samples the earth’s surface by scanning across the so-called swath of 2048
pixels of nominal (sub-satellite) size of 1.1 km. For each pixel, theradianceis sampledin 5
wavebands: one in the visible range, one on the near-infrared, one in mid-infrared, and two
in the thermal infrared region of the electromagnetic spectrum. The visible and near-
infrared bands are used for accurate land location and for cloud-screening, while the two
thermal bands are used to derive the SST.

Algorithms

Sea-surface temperatures are derived from the raw radiance data sampled in the two
thermal bands 4 and 5 by an essentially two-stage process:

1 The radiances for each pixel are converted to radiance (or brightness)
temperatures by inverting the Planck function.

This step incorporates calibration data which is transmitted by the satellite and comprises
the raw counts and temperature of an internal warm target within the satellite and the raw
counts from space as a cold target. Because the radiant energy emitted by the earth’s (or
ocean) surface is partly absorbed by water vapour in the atmosphere, these brightness
temperatures are generally lower than the true surface temperature and require a water
vapour correction.

2 The correction is applied by using one of a number of algorithms.
These are generally of the form:
SST=aT4+b*T5+cC

where T4, T5 are the brightness temperatures in AVHRR bands 4 and 5, and a, b and c are
constants (which may include a zenith angle correction).

This may also be written:
SST = T4+ A*(T4-T5) + C,

showing that the brightness temperature T4 is corrected by a difference factor proportional
to (T4-T5) plus a constant.

A field study which compared satellite-derived SSTs (using avariety of algorithms) within
situ measurements from a boat off Perth indicated that an algorithm by McMillin and
Croshy (1984) matched the surface data most satisfactorily; the bias was -0.14°C and the
RMS difference about 0.55°C (Pearce et a. 1989). The McMillin and Crosby algorithm,
which is now being routinely used for determining the SST in the Leeuwin Current region,
has the form:

SST=3.702* T4-2.702* T5-0.582
A second algorithm which gave similar results was that by Llewellyn-Jones et al. (1984):
SST =3.908* T4-2.852* T5-2.058
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(bias 0.19°C, RMS difference 0.62°C).

While dense clouds are generally quite obviousin satéllite pictures, thin, scattered or sub-
pixel cloud (i.e. clouds smaller than apixel) can be very difficult to detect and yet can have
amgjor effect onthe SST. Thisis particularly important when digital datais extracted from
asequence of imagesto produce atime-series of SSTsfor a specific areaor when spatial or
temporal averaging is carried out. A variety of cloud-screening techniques have been
developed, al of which have some limitations; possibly the simplest involves flagging as
cloudy all pixels whose radiance exceeds pre-set (or sometimes dynamically-derived)
threshold limitsin all five AVHRR radiometric bands or combinations of bands (Saunders
and Kriebel 1988).

Data processing

The AVHRR_L eeuwin dataset used here was supplied calibrated. The calibration would
have been accomplished by applying anon-linear correction to Band 4:10.8 um and Band
5:12.0 um (Prata 1985).

The data was viewed a number of ways to display and emphasi se the Leeuwin current.

Gaussian fransform

The Leeuwin_Current_Gaussian algorithm displays a Pseudocolor image of the calibrated
data. In this @ gorithm the input values have been inverted using the ER Mapper Formula:

-1 NPUT1
to display high values as red and low vaues as blue/green.

A Gaussian Equalize post-formula transform was applied to enhance the ocean off the
Western Australian coast, showing the warmer water of the Leeuwin Current.

Conversion of digital counts to brightness temperature

Although ER Mapper can easily display the oceanic currents off Western Australia, thisis
not sufficient for most climatological and biological/fishery applications where relative
temperature gradients and absol ute temperature are required.

Given two calibration points alinear calibration can be obtained which converts digital
counts into radiance values. The conversion of the radiance values into brightness
temperatures is done by inverting the Planck function.

The radiance corresponding to channel number i for a given brightness temperatureiis:
R =y Blv;, TIF(v);dv

where;
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Ri isthe radiance measured by channel i

B isthe Planck function

Vi is the wavenumber for channel i

T isthe brightness temperature

F(v)i isthe spectral response function for channel i (discrete spectral response plot is
available from NOAA)

Because the Planck function containing the brightness temperature is embedded within the
integral, atransform and lookup table is normally created for a given wavenumber over a
range of brightness temperatures. Brightness temperature values are derived by
interpolating between points in the look-up tables.

The pre-formula transforms for Band 4:10.4 um and Band 5:12.0 um were derived from a
‘counts-to-temperature’ table for NOAA-7 provided by NOAA/NESS. The provided tables
show aradiance and temperature value for Band 4 and Band 5 every second digita count.

A series of manual calculations were carried out to scale the digital counts and brightness
temperature values between 0 and 1 for input into the ER Mapper algorithm file.

Channel 4 Channel 5
Digital Count ~ Scaled Temperature Temperature Temperature Temperature
Digital K Scaled K K Scaled K
Count
0 323.22 326.64
2 0.002096 323.06 0.998916 326.46 0.998866
314 0.329140 296.03 0.815711 296.47 0.809905
328 0.343816 294.67 0.806493 294.96 0.800391
346 0.362683 202.89 0.794429 293.01 0.788104
362 0.379455 291.28 0.783516 291.24 0.776952
378 0.396226 289.65 0.772468 289.45 0.765673
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This user-defined look-up table was then entered into the algorithm file using a text editor.
Part of the algorithm file defining the transform is shown below.

Stream nput Begin

Stream nputID = 1

Transform Begin
Type = Linear
M ni mum nput Val ue
Maxi mum nput Val ue 954
M ni munmQut put Val ue = 175. 68000000000001
Maxi mumQut put Val ue = 323.22000000000003
Li near Def Begin

Nunber Of Poi nts = 8

0

Points = {
0. 000000 0. 000000
0. 002096 0.998916
0.329140 0.815711
0.343816 0.806493
0.370748 0. 782313

0.396226 0.772468
0. 997904 0.010099
1. 000000 1.000000
}
Li near Def End
Dol nReal tine = No
Transform End
Stream nput End
Stream nput Begin
Stream nputID = 2
Transform Begin
Type = Linear
M ni mum nput Val ue
Maxi mum nput Val ue
M ni numCut put Val ue
Maxi munCut put Val ue
Li near Def Begin
Nunber Of Poi nts = 9

0

954
167.93000000000001
326.63999999999999

Points = {
0. 000000 0. 000000
0. 002096 0.998866
0. 329140 0. 809905
0. 343816 0.800391
0. 362683 0. 788104
0. 379455 0. 776952
0. 396226 0.765673
0. 997904 0. 009892
1. 000000 1.000000

}
Li near Def End

Dol nReal time = No
Transf orm End
Stream nput End

256 ER Mapper Applications



Chapter 20 Mapping Shelf Circulation e Data processing

From these x and y values ER Mapper automatically derived a transform line, to convert
the digita countsto brightness temperatures.

Once brightness temperatures for bands 3, 4, and 5 are derived, various algebraic
combinations of these bands in fixed algorithms are used to derive SST.

Band 4

Band 5

=]

Transfarm

=

Transhorm

limits ¢] llistogram Style VJ Auto Dptions ¢]

transform 1ype: | Linear
Adlust In Realtime: (not avallable)
Actual Input Limlts: B9 1o 796

323.22

175.68 |

Cune

_Lmits - | Histogram Style ¢ Auto Opliohs ¢

Transform Type: ~| Linear

Adjusl In Realtime: (nol avdilable)
Acludal Inpul Limils: 145 Lo 835

167.93

~

32664 [~

Dong

Sea-surface temperatures using McMillan and Crosby (1984)

formula

In this case the sea-surface temperature was derived using the algebraic expression

proposed by McMillan and Crosby (1984):
SST=-0.582 + (3.702 * B4) + (-2.702 * B5)
Thisistyped into the ER Mapper formulawindow as:

-0.582+(3.702 * I NPUT1) +(-2.702 * | NPUT2)
where INPUT1 isband 4 and INPUT2 is band 5.
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Theimage was displayed using a ‘rainbow’ color look-up table and enhanced using a post-
formulalinear transform. The transformation was clipped by typing in a minimum input
limit of 273K.

fﬂ Transform

Limits *| Histogram Style | Auto Options * |

Transform Type: LI Linear

Adjust In Realtime: (available)
Actual Input Limits: -0.79815 to 577.53

255

273 321.522

Done

Sea-surface temperatures using the Liewellyn-Jones et al. (1984)
formula

A second algorithm determined the Sea-surface temperatures using the algebraic
expression proposed by Llewellyn-Jones et al. (1984):

SST=-2.058 + (3.908 * B4) + (-2.852 * B5)

Thisistyped into the ER Mapper formulawindow as:

-2.058 + (3.908 * INPUT1) + (-2.852 * |NPUT2)
where INPUT1 isband 4 and INPUTZ2 is band 5.

The displayed image was again enhanced using a post-formula linear transform and
‘rainbow’ color look-up table.

3 x 3 pixel smoothing kernel to reduce the noise generated by
the temperature-correction algorithm.

To reduce the noise generated by the temperature-correction algorithm a3 x 3 smoothing
filter was applied.
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Oil and gas

This section discusses the following issues related to using ER Mapper for Oil and
Gas applications.

General ER Mapper setup issues

Getting seismic horizonsinto ER Mapper

Getting geological and cultural vector datainto ER Mapper
Updating geologica and cultural vector data within ER Mapper
Moving updated vector data back to other products

Generating hardcopy prints

Theinformation in this section is not confined to ER Mapper but also coversissues
with related software that is commonly used in conjunction with ER Mapper in the
Qil and Gasindustry.

ER Mapper for Unix required

In the oil and gas industry most users of ER Mapper use the Unix version rather
than the PC version. Thisis becauseit is used with companion software products
which are only available on the Unix platform. Thus most of the imports and
dynamic links used for exchanging data are only avail able with the Unix version of
ER Mapper. In particular, ER Mapper makes use of the Geoquest Geonet data
exchange utility, amagjor tool for data sharing data with Schlumberger and
Geoquest products. Since these products are strictly available on the Unix platform,
the imports can not be included for the PC platform.
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Note: All ER Mapper versions after 5.5A are only for PC platforms running Microsoft

Windows.

Schlumberger Geoquest and Landmark

imports

Hereisalist of the various import utilities and their location on the Utilities menu
for Schlumberger/Geoquest and Landmark products. For more information on
these imports please see the relevant chaptersin this section.

Schlumber ger/Geoquest

Mapview

GeoQuest (IESX) ASCII Grid
Dump

Landmark Raster

Import Schlumberger Formats/GeoQuest
(IESX) MapView

Import Schlumberger Formats/GeoQuest
(IESX) ASCII Grid Dump

Geoshare half link

SeisWorks Horizons

SeisWorks Seismic (3DV1)

Zycor Binary Grid from MFD

Zycor ASCII Grid
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Import Landmark Formats/ SeisWorks 3D
Horizons

Import Landmark Formats/SeisWorks 3D

Seismic

Import Landmark Formats/Zycor Grid from
MFD

Import Landmark Formats/ Zycor ASCII
Grid
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Landmark Vector

OpenWorks 3.1 Wells Import Landmark Formats/OpenWorks 3.1
Wells

Seisworks Fault Polygons Import Landmark Formats/ SeisWorks Fault
Polygons

Seisworks Manual Contours Import Landmark Formats/SeisWorks
Manual Contours

Zmap ZGF Import Landmark Formats/Zycor Graphics
File

Landmark Color Lookup Table

SeisWorks CLM to LUT Import Landmark Formats/SeisWorks CLM
to ER Mapper LUT
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Importing seismic
dato

ER Mapper is often used to enhance seismic data to highlight structure and to
integrate seismic horizon data with other types of data, such as bathymetry, gravity
and magnetics data. ER Mapper processes two-way-time horizons, as well as
vertical slices through 3D seismic cubes. This chapter deals with ingesting seismic
raster grid datainto ER Mapper for enhancement and interpretation.

Seismic raster grid formats supported

Seismic datais generally stored in seismic workstation software formats such as
SeisWorks or IESX, and loaded into ER Mapper as needed.

ER Mapper has anumber of data exchange utilities designed to import seismic data
from seismic workstation software. Many of these import routines retrieve data
directly from the seismic product. However, for them to run successfully they need
to have been set up first.

When importing data from Seismic workstations, there are a number of formats or
exchange utilities that can be used. The main ones are listed below. Only raster
horizon formats are listed here: vector formats are discussed in afollowing section.
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Note: Many data exchange utilities and printing require some set up and configuration to
be carried out first before they will run successfully.

Theimports are available as options on the Utilities menu. Further, they can berun
as stand alone programs in an ER Mapper terminal window. Thus, they can be
included in a batch script. To open an ER Mapper terminal window select the
Utilities menu User Menu/Open Terminal Window option. For information
on available switches for a particular import type “importname -h”

Raster file import utilities

The following table lists ways to import seismic data using import programs from
common file formats. Generally, these require less setup and configuration, but are
not as powerful asthe direct exchange utilities listed in the next section, which
directly read seismic data from external software products. Only the specific
formats commonly used for seismic dataare listed here; ER Mapper also supports
dataimported from over 100 other formats.

Format optionsin ER Mapper Description

SEG-Y NON IBM Disk Flle An ASCII exchange format, it is one of

SEG-Y IBM Disk File the simplest and most common data
formatsfor exchanging seismic data. Most
seismic products can create SEG-Y data
files. However SEG-Y isnot the preferred
method for importing data because you
must create an intermediate SEG-Y fileto
transfer from the seismic software to
ER Mapper, and SEG-Y filestend to be
very large. Also, because the format is so
simple, some of the information may be
lost.

Zycor ASCII Grid A simple ASCII format that Zycor
gridding software outputs.

GeoQuest IESX ASCII grid dump  An ASCII format that can be output by

GeoQuest |ESX.
GeoQuest (IESX) MapView Thisisanative IESX MapView format. It
ASCII grid can be directly imported into ER Mapper.
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Format optionsin ER Mapper Description

Charisma 2D XY Z Grid A 2D ASCII grid format that Charisma
can output.

Charisma 3D Inline Xline XYZ A 3D ASCII grid format that Charisma

ASCII grid can output.

SEG-Y isasimple and common ASCII format used to exchange seismic data.

To import a SEG-Y tape

1 Select the SEG-Y IBM Disk File option from the Utilities/Import

Landmark formats menu.

Specify the input device, for example:

/dev/ nrstO

Specify the output ER Mapper dataset to create.

An |EEE 4 byte floating point ER Mapper Raster dataset will be created from the
SEG-Y input tape.

Command line
i mportsegy inputpath/file outputpath/file.ers

Configuration and setup

There are no special configuration requirements; however, the following issues
should be noted when importing SEG-Y data:

The only data format tested has been type 1 (4 byte IBM floating point).
Type 2 (4 byte fixed point) has been implemented but not tested.

Type 3 (2 byte fixed point) and type 4 (4 byte fixed point with gain code) have not
been implemented—you can not import SEG-Y datain these formats.

As SEG-Y contains no map projection/datum details, the default of RAW/RAW
projection/datum is set, unless you override this during the import, by manually
specifying a map projection and datum. Note, however, that you will still need to
modify theimported datafileto specify an origin point and cell size, after importing,
in order to fully define projection details.
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e Because the headers don’t contain any information on the number of traceson a
tape, it is not possible to give a % compl ete status during this import.

Input data format
A SEG-Y tape contains asingle file consisting of:
¢ a3200 byte EBCDIC Job Identification header record

¢ a400 byte binary File Identification record containing details of the file layout and
dataformats

e anumber of trace records containing a trace header and trace data.

The EBCDIC header is converted to ASCII and copied to the ER Mapper dataset.
The File Identification record is aso copied to the head of the ER Mapper dataset.
The trace headers are discarded.

Zycor ASCII grid

The Zycor ASCI|I file format is araster format produced by the Zycor Z-Map Plus
gridding package.

To import Zycor ASCII grids

1 Specify the source tape or input data file name, for example: / usr/ dat a/
grid. dat

2 Specify the output ER Mapper dataset to create.

An |EEE 4 byte floating point ER Mapper raster dataset will be created from the
Zycor input file.

Command Line

i mportzmap_ascii_grid inputpath/file outputpath/
file.ers

Configuration and setup

There are no special configuration requirements; however, the following issues
should be noted when import Zycor ASCII grid data:

« The Zycor Grid Exchange Format does not have a specific field for the type of
geophysical data contained in the file. Theimport program putsthetext “Band 1” in
for the band description. Y ou may want to edit the .ers header file to put in amore
meaningful description.
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e Thedefault of RAW/RAW projection/datum is set, unless you override this during
the import, by manually specifying a map projection and datum.

Input data format
An example of the first few lines of the ASCII Zycor Grid Exchange format fileis

I ZIM5 FI LE NAME: WESTEX SEISM C GRI D

I FORMATTED FI LE CREATI ON DATE: FEB 24 92
! FORVATTED FI LE CREATION TI ME: 11:57

|

@\ESTEX SEISM C GRID HEADER , GRID, 5
15, 99999.00, , 7, 1

23, 23, 0. , 55000.00 , 0. , 55000.00
38890.87 , 0. , 0.

@
+ RADI US= 38891. I NI TGRI DMOD= 1 POSTGRI DMOD= 1 REGRI DMOD= 0 NUMPTS=

95

+ M NPTS/ NODE= 1 OPT PTS/ NODE= 4 M NSECT= 1 EXTEND= 38890. 87
+ | SOCOMF 2.0 REFNS= 1 NO. PASSES= 10 CUTOFF= 0.2 SMOMOD= 0. 2
-7135. 546 -7185.889 -7236.498 -7287.622 -7338.023

-7385.425 -7426.534 -7457.695 -7477.753 -7490. 585

GeoQuest (IESX) ASCII grid dump

This program reads ASCII data dumps from certain GeoQuest or IESX products.

Usage

Supply the data dump filename, and the name of the ER Mapper dataset in which
you want the data to be stored.

You may also choose to subset the linesin the import.

Command Line
i mportgeoquest inputpath/file outputpath/file.ers

Configuration and setup
There are no specific setup requirements but the following must be considered:

e Thisimport isdesigned to read space or newline separated ASCI | digits, which may
be dumped from Geoquest products.
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Note:

As GeoQuest ASCII grid dump contains no map projection/datum details, the
default of RAW/RAW projection/datum is set, unless you override this during the
import, by manually specifying a map projection and datum. Note, however, that
you will still need to modify theimported datafileto specify an origin point and cell
size, after importing, in order to fully define projection details.

Input data format
The ASCII dump contains a header of the format
sone_t ext nunber nunber nunber_of _cells nunber_of _I|ines

followed by floating point values.

There are several GeoQuest products. Thisimport is designed to read space or
newline separated ASCII digits, which may be dumped from geoquest products.

Charisma 2D XYZ ASCII grid

Thisimport reads an ASCII Charisma XY Z Grid File and constructs an ER Mapper
raster file.

Usage

You must specify the input file name, for example: / usr/ dat a/ gri d. dat and
the output ER Mapper dataset to create.

An |EEE 4 byte floating point ER Mapper Raster dataset will be created from the
Charisma XY Z input file.

Command Line

i nportcharisma i nputpath/file outputpath/file.ers

Configuration and setup
There are no specific setup requirements but the following must be considered:

The basic format for Charismais X-position, Y -position, data value, so the cell size
and origin point information are carried across during the import but the datum and
projection will default to RAW/RAW unless a datum and projection are specified
during import.
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The data must be on a REGULAR grid. That is, spacing between adjacent data
points must be constant in the X-direction, and constant in the Y -direction.

The Charisma XY Z Grid Format does not have a specific field for the type of
geophysical datacontained in the file. Theimport program insertsthetext “Band 1"
in for the band description. Y ou may want to edit the .ers header fileto put inamore
meaningful description.

Import data format

The ASCII Charisma XY Z format contains lines with X-position (Easting),
followed by Y-position (or Northing), followed by the datavalue at that point. After
this are row and column indicators.

An example of thefirst few lines of such afileis:

361478.5 6245581.0 858 ROW 14 COL 88
361478.5 6245689.0 859 ROW 15 COL 88
361611. 0 6245689.0 859 ROW 15 COL 89

Charisma 3D Inline Xline XYZ ASCII grid

Thisimport reads a Charisma ASCII Inline Xline XY Z Formet file produced from
CharismaVV3.7+ Gridload utility.

The import makes use of a configuration file to setup site specific default values,
such as the rotation. The configuration file $SERM APPER/config/char3d.cfg can be
edited using any text editor or you can update the file while running the import.

To run the Charisma 3D Inline Xline XYZ ASCII grid utility from the menu

1

From the Utilities/Import Schlumberger formats menu, select the
Charisma 3D Inline Xline XYZ ASCII grid option

Specify the Import File/Device Name, for example:

/usr/datal/grid. dat

Theinput file must be a disk file: the import cannot be run direct from afile on
tape. Thisis because the program does a pass through the input file to ascertain
extents and cell size information.

Click the Output Dataset Name file chooser button and specify the output
ER Mapper dataset to create.

Click OK to start the import.
You will be prompted to enter the following:
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e TheEasting/Northing unitsin theinput file.
Thiscan be‘M’ for ‘Meters or ‘D’ for ‘ Decimeters' . The origin values will be
converted.

e TheCharisma Orientation code
The Charisma specific codein the range 0 to 7 that specifies the origin and whether
theinput dataset inlineis vertica or horizontal

e TheRotation (Charisma VV3.7)
Thisisthe rotation angle in seconds between the North-arrow and the vertical axis
of the survey as specified in the Charisma project dump information.

Caution: Rotation is converted from Charismato ER Mapper using:
ER Mapper rotation = (360 - Char_rotation/3600)
Thisis based on the rotation in seconds given in the Charisma project dump for
***charisma Version 3.7****** Earlier versions of Charisma may calculate
rotation from the first INLINE (row) to either the X or Y axis. Thisis untested and
may be incorrect.

¢ ThelNLINE or ROW and XLINE or COLUMN spacing
These are found in the Charisma project dump information and should be entered as
meters. The Import will convert the spacingsto ER Mapper format depending on the
orientation code, and row and line increments.

¢ TheRow and Column increment
The Inline/Xline increment can be found in the project dump.

6 If you enter any values to the above prompts you will be asked if you want to
save the values you entered as the default values.

An |EEE 4 byte floating point ER Mapper Raster dataset will be created from the
XYZ input file.

Command Line

i mportcharisma3d - C $ERMAPPER/ confi g/ char 3d. cfg
i nput path/file outputpath/file.ers

The import program will prompt you for the information listed in the procedure
above, and give a default choice.

Note: You must include the -C switch.
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Note:

Caution:

Configuration and setup

Thedatafile can include comments, either ascomment lines or astrailing comments
after data values. If aline does not have an inline as the first non-blank character,
then that lineis just ignored.

The data must be on aregular grid. That is, spacing between adjacent data points
must be constant in the X-direction, and constant in the Y -direction.

This program will not grid irregularly spaced data. Use ER Mapper’s Gridding
Wizard if you want to do this.

The datacan bein fixed format or free format but it must contain the keywords and
data specified above.

The null cell value can be specified in the char3d.cfg config file and is used by the
import, but the import will not prompt for this value.

The XY Z format does not have a specific field for the type of geophysical data
contained in the file. The import program puts the text “Band 1" in for the band
description. You may want to edit the .ers header file to put in a more meaningful
description.

The values specified in the configuration file are critical to the success of the
import. The values vary depending on the project so it isimportant that you don’t
just accept the defaults. The values to use can be found in the Charisma Project
Dump information. It is helpful to save the new valuesif you have a number of
projects with the same parameters. If imported datasets fail to register correctly
check the dataset header to make sure that the origin easting/northing values are
specified in meters and the cell sizeis correctly specified in meters. Ensure that the
rotation values are correct.

Input data format

An example of thefirst few lines of the ASCII input fileis:

INLINE : 20 XLINE :1 626458. 70000 5756838. 00000 156. 92996
INLI NE : 20 XLINE :2 626482. 65000 5756845. 20000 156. 88675
INLINE : 20 XLINE : 3 626506. 60000 5756852. 40000 156. 87457
INLI NE : 20 XLINE :4 626530. 55000 5756859. 60000 156. 82094
INLINE : 20 XLINE :5 626554. 50000 5756866. 80000 156. 73541

Thebasic format is:

INLINE : row_position XLINE : column_position X-position Y-position value
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where,

» X-position is the easting in meters or decimeters
e Y-position is the northing in meters or decimeters
¢ vaueisthe datavalue at that point

The Charisma configuration file
The format of the SERMAPPER/config/char3d.cfg fileis:

HHHHHH SRR R R S R
# This is the configuration file for the inportcharism3d
default val ues.

This file can be edited with any text editor. The only
rules are that the nanes appear as bel ow and have one
# space separating the name fromthe value. # # #
HHHBHBHBHBHHHARH B HBH BB H BB R AR
I NPUT_FI LE /pat h/ fil enane. xyz

QUTPUT_FI LE /path/fil enane. ers

PROJECTI ON LOCAL

DATUM WGS84

UNI TS decineters

ORI ENTATI ON_CODE 6

ROTATI ON 1182437. 000000

I NLI NE_I NTERVAL 25. 000000

XLI NE_|I NTERVAL 6. 670000

I NLI NE_I NCREMENT 1

XLI NE_| NCREMENT 1

NULL_CELL_VALUE -999999. 000000

#
#
#
#

HoH O HHH

GeoQuest (IESX) MapView ASCII Grid

Thisimport reads a GeoQuest (IESX) MapView ASCII datafile and constructs an
ER Mapper raster file.

Thisimport should be used in preference to the ASCI| text dump import if possible
asit will convert moreinformation.

To import a GeoQuest (IESX) MapView file

1 Start the import by selecting the GeoQuest (IESX) MapView option
from the Utilities/Import Schlumberger formats menu or by typing
Importmapview in a terminal window.

2 Specify the input file name, for example:
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[usr/datal/grid. dat
3 Specify the output ER Mapper dataset to create.
Click OK to start the import.

An |EEE 4 byte floating point ER Mapper raster dataset will be created from the
MapView input file.

Note: AsGeoQuest (IESX) MapView Grid contains no map projection/datum details, the
default of RAW/RAW projection/datum is set unless you override it during the
import by manually specifying a map projection and datum.

Command line

i nportmapvi ew i nputpath/file outputpath/file.ers

Input data format
An example of thefirst few lines of such afileis:

B1O 8 8 0.1250000E+02 0. 1250000E+02

0.4310028E+06 0.4310918E+06 0. 6355005E+07 0. 6355094E+07
431002. 83386516355006. 6749957 1. 000

TOP CHALKAP1 - 3D pick

- 0. 3261754E+04 -0. 3245083E+04 -0. 3261081E+04 - 0. 3260774E+04 -
0. 3260717E+04 - 0. 3260975E+04 - 0. 3246495E+04 - 0. 3246358E+04

- 0. 3261800E+04 - 0. 3244692E+04 -0. 3261257E+04 - 0. 3260807E+04 -
0. 3260537E+04 - 0. 3260868E+04 - 0. 3245658E+04 - 0. 3245172E+04

Generic issues related to importing raster
grid data

Updating header files with projection/datum details

In several of theimportsit is necessary to specify the projection and datum details
manually. This requires that the header (.ers) file be edited. To do this:

1 Select the Load Dataset button from the Algorithm dialog or the Common
Functions toolbar.

Select the .ers file that you wish to edit.

Select the Info button at the bottom of the dataset chooser dialog box. This
will open the Dataset Information dialog.
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4 From the Dataset Information dialog, click the Edit button. This will open
the Dataset Header Editor.

5 Select the Coord Space... button. This will open the Dataset Header
Editor: Coordinates dialog.

Change the datum and projection to the correct ones. Select OK.
Select Save from the Dataset Header Editor. Select OK.

Select Cancel from the Dataset Information dialog and select OK from the
dataset chooser to load the dataset.

Editing registration information in header files

Againin some casesit is hecessary to specify aregistration coordinate, registration
cell and cell sizein order to properly register the file in coordinate space. To do
this:

9 Click the Load Dataset button from the Algorithm dialog or the Common
Functions toolbar.

10 Select the .ers file that you wish to edit.

11 Click the Info button at the bottom of the dataset chooser dialog box. This
will open the Dataset Information dialog

12 From the Dataset Information dialog, click the Edit button. This will open
the Dataset Header Editor.

13 Click the button labeled Raster Info... This will open the Dataset Header
Editor: Raster Information dialog.

* Tochangetheregistration information click Registration Point... Thiswill open
the Dataset Header Editor: Registration dialog. Edit the Registration
Coordinates and the registration cell for the image. If the Registration Cell is
theUpper Left thentheRegistration Cell Values are0,0. Click OK to closethe
Registration dialog.

« Tochangethecell sizeselect Cell Size and changethex andy dimensionsto reflect
the actual cell size of the dataset. Click OK to close the Cell Size Information
dialog.

14 Select OK to close the Raster Information dialog.
15 Click Save in the Dataset Header Editor. Select OK.

16 Click Cancel in the Dataset Information dialog and click OK in the dataset
chooser to load the dataset.
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You can import the following date formatsinto ER Mapper:

Format Comments

OpenWorks 3.1 Wells Converts Landmark Well Data Export
Format filesto ER Mapper vector files. This
format is the output file obtained by
exporting the default Well Master Block
format from OpenWorks, with no curves.
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Format

Seisworks Fault Polygons

Seisworks Manual Contours

Importing geological and cultural vector data

e OpenWorks 3.1 Wells—

Comments

Converts Landmark Fault Polygons Export
Format filesto ER Mapper vector files. This
format is the output file obtained by
exporting the default format for fault
polygons from SeisWorks

Converts Landmark Contours Export
Format files. Thisformat is the output file
obtained by exporting the default format for
manual contours from SeisWorks

OpenWorks 3.1 Wells—Import

Thisimport reads Landmark Well Export filesinto ER Mapper vector format. All
wells are imported. Most of the information in these files becomes the attribute of
the well object. Filesin Landmark Well Data Export format are obtained by
exporting the default Well Master Block format from OpenWorks, with no curves.
Use the “LGCReportFM T.wix” format.

Input data format

el |

Mast er Bl ock
Common Wl |
Operator :
Lease Name :
Lease Nunber :
State : UNKNOMN
County : UNKNOWN
Country : UNKNOWN
Longi tude : -57.38
Latitude : 20.70 X
Coordinate : 8189.00 Y
Coordi nate : 35105. 89
Total Depth : 7429.51
Pl ugged Back TD : 0.00
Conpl etion Date :
PlatformID :
Field : PINTO
Current C ass :

Nare : Well
DALLAS O L
Stark

aL

To import OpenWorks 3.1 Wells

0001 uw

00001

1 From the Utilities/Import Vectors and GIS formats menu select

OpenWorks 3.1 Wells.
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2 Enter the full pathname of the input file and the output dataset.

The output dataset will be registered in RAW co-ordinate space unless a Datum and
Projection are specified from the interface. A rotation value for the grid can also be
specified.

After clicking on the OK button, you will be prompted for the well symbol sizeto
use and given examples of suggested sizes for various output map scales.

Note: A circleisdrawn at thewell location, and the well name appears to the bottom right
of the symbol. The other information is stored as the attribute of the well symbol.

Command Line
i mportlandmark_wel |l inputpath/file outputpath/file.erv

SeisWorks Fault Polygons

Thisimport reads Landmark Fault Polygons Export format filesinto ER Mapper
vector format. These files are obtained by exporting the default format for fault
polygons from SeisWorks.

To import SeisWorks Fault Polygons

1 From the Utilities/Import Vectors and GIS formats menu select
Seisworks Fault Polygons .

2 Enter the full pathname of the input file and the output dataset.

The output dataset will be registered in RAW co-ordinate space unless a Datum and
Projection are specified from the interface. A rotation value for the grid can also be
specified.

Command Line
i mportlandmark_fault inputpath/file outputpath/file.erv

Input data format
Theformat is:

Row Col Decinmal Pl aces
X112 3
Y 13 24 3
Z 25 36 3
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PTYPE 37 40

SRCID 41 44

Where X is Eastings, Y is Northings, Z is Height, PTY PE is Point type (6 - Start, 7
- Intermediate, 8 - End). SRCID is not used in the import

Example

12345. 688 567890. 500 0.000 6 1
12346. 531 567890. 000 0.000 7 1
12346. 625 567890. 000 0.000 7 1
12346. 469 567890. 500 0.000 7 1
12346. 469 567890. 000 0.000 7 1
12346. 969 567890. 500 0.000 7 1
12346. 344 567890. 500 0.000 7 1
12346. 469 567890. 500 0.000 7 1
12346. 719 567890. 500 0.000 7 1
12346. 688 567890. 500 0.000 8 1
12346. 500 567890. 500 0.000 6 2

SeisWorks Manual Contours

Thisimport reads Landmark Contours Export filesinto ER Mapper vector format.
All contours are imported and the Z value is the attribute of the line.

To import SeisWorks Manual Contours

1 From the Utilities/Import Vectors and GIS formats menu select
Seisworks Manual Contours.

2 Enter the full pathname of the input file and the output dataset.

The output dataset will be registered in RAW co-ordinate space unless a Datum and
Projection are specified.

A rotation value for the grid can also be specified.

Command Line

i mportlandmark_cont inputpath/file outputpath/file.erv

Format

The Landmark Contour Export files are obtained by exporting the default format
for manual contours from Seisworks. The format is:

Row Col Decinal Places
X112 3
Y 13 24 3
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Z 25 36 3
PTYPE 73 39

Where X is Eastings, Y is Northings, Z is Height, PTY PE is Point type (1 - Start, 2
- Intermediate, 3 - Open end, 4 - Closed end). For example,

597644. 125 6184274. 000 2135. 637
597658. 000 6184236. 000 2135. 637
597727. 500 6184274.000 2135. 637
597658. 000 6184298. 000 2135. 637
597644. 125 6184274. 000 2135. 637
598110. 562 6184274. 000 2200. 637
598142. 000 6184255. 000 2200. 637
598263. 000 6184230. 500 2200. 637
598309. 812 6184274. 000 2200. 637

NNMNNEFEANNMNDNE

Notes

e Thecontour height is stored as the attribute of the contour in the ER Mapper file
(rather than astext). To view the height start the Annotation editor and select theline
of interest. The height will be displayed as the Object Attribute.

e If PTYPE isnot used in the file anew contour is recognized by achangein the Z
value.

e Blank lines are ignored.

ER Mapper Applications 283



Chapter 23  Importing geological and cultural vector data e SeisWorks Manual

284 ER Mapper Applications



24

Upddating
geological and

cultural vector
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Now that your vector data has been imported into ER Mapper you may want to
make some changes to that data. You can do this using ER Mapper’s annotation
editor.

1 From the Edit menu, select Annotate Vector Layer. This will open the New
Map Composition dialog.

2 Click the File Chooser button next to Load from File. The Load Map
Composition File chooser dialog opens.

Locate your vector file and double click to select it.
Select OK on the New Map Composition dialog.
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The Annotation Tools opens and theimage should appear in theimage window. If
it does nat, try selecting Quick Zoom / Zoom to All Datasets from the View
menu. If your image changes, the extents must be incorrect for either the raster or
the vector dataset. Setting image extents will be discussed later in this document.

You may also get awarning that your algorithm hasn’t had its page defined. If so,
you can select Close if you wish or Page Setup... to define the algorithm page.
If you are intending to print your algorithm you must set up the page to control the
size and placement of your output. See Chapter 16, “Printing” of the ER Mapper
User Guide to see how to properly set up apage for printing.

5 In the annotation Tools, double-click on the Poly Line tool. This opens the
Line Style dialog.

In the Annotation Tools, select the Select/Edit Points Mode tool.

Select the lines that you want to edit. (To select multiple lines you can use
the shift-click or shift-click-drag methods.) When a line is selected a blue
box appears at all nodes of the line.

Edit the settings in the Line Style dialog as desired.

When changes are complete, click the Save button on the Annotation
toolbar. This saves the vector file not the entire algorithm.

10 Select Close from the Annotation Tools.

Moving updated vector data back to other
products

Often, after editing and updating your vector datain ER Mapper, you'll want to
take the data back to the original product. Although ER Mapper’slist of exportsis
far less extensive then itsimports, it is usualy fairly easy to take the data back to
the other products.

In ER Mapper there are basically three different formats that you will want to useto
export your vector data back to other products:

¢ AutoCAD DXF
e SeisWorks Fault Polygons

AutoCAD DXF

Thisis probably the most common of the vector formats since most packages can
read and writein DXF format.

Exportdxf identifies any layersin the vector file and ask you where to export them
to. The layers are defined in the attribute field of the vectors.
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SeisWorks Fault Polygons

This export creates a Landmark Fault Polygon Export Format file. Thisfile can be
imported into SeisWorks to be used in that package.
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Generating
hardcopy prints

ER Mapper has powerful map production and printing capabilities. However, you
need to set up the printing devices correctly.

This section covers the following issues:

e Generating mapsasa TIFF file
* How to create amap

Generating maps as a TIFF file

When creating a TIFF file, rather than saving the image as a TIFF file you could
make a hardcopy plot in TIFF format. The hardcopy TIFF can be generated in
either 8 bit or 24 bit format. The following section explains how to setup a TIFF
export so that the TIFF file maintains the resolution of the ER Mapper dataset and
an output file can be specified.

1 With the algorithm you want to print saved and displayed on the screen,
select Print from the File menu.

The Print dialog appears. The Algorithm field automatically displays the current
algorithm name so you will see your algorithm listed. If your algorithm was not
open thisfield might be blank (if no algorithm is current) or show another
algorithm. You can click the File Chooser button to select an algorithm.
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2 Select the Output Name file chooser. The Open Hardcopy Control
chooser opens.

Change directories to the ‘hardcopy\Graphics’ directory.
Double-click on one of the TIFF output formats to select it.
In the Print dialog, click Setup.

o O b~ W

To maintain resolution, select the Force 1 Dataset Cell = 1 Image Pixel
button. Once this is selected the Force Single Page button becomes
active. Click this button.

7 Change the filter program line to specify the number of colors:
« for 24 bit TIFF change the filter program line to:

hetotiff -d24 /path/filenane.tif.
e for 8 bit TIFF with compression change the filter program line to:

sh -c 'hetoppm | ppmguant 256 | pnntotiff - /path/
filenane.tif'

« for 8bit TIFF with no compression change the filter program line to:

sh -c 'hetoppm| ppnguant 256 | pnntotiff -none - /path/
filenane.tif".

In each case /path is the path to the directory in which you want to write the tiff file
and filenametif is the name of the output file with a tiff extension added.

Select OK on the Setup dialog.
Select Print in the Print dialog.

How to create a map

When creating a map, there are three important things to consider:
e Page Setup
* Vector Datato Include
* Map Composition Items

Page Setup

For an agorithm, there are three different sizes that need to be set in order to make
amap. They are page, contents and border sizes. These three sizes interact so that
you must decide how they are determined. To do this the Page Setup dialog and
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wizard offer you three constraints to choose from for defining an algorithm. The
fourth constraint isthe default constraint. 1t is not generally used for algorithms that
will be printed and will not be discussed here. The constraints and their effects are:

Constraint Explanation

Auto Vary: Page ER Mapper automatically varies the page size
based on the Borders and Scale that are
selected. If thefinal page sizeis bigger than
that of the hardcopy device, ER Mapper will
attempt to strip print the image.

Auto Vary: Borders ER Mapper automatically varies the borders
based on the selected Page Size and Scale. This
istypically the desired choice as most users
have a specific output devicein mind and want a
particular scale.

Auto Vary: Scale ER Mapper will automatically set the scale
based on the page size and borders selected.

Fixed Page: Extents from The page size can be selected and ER Mapper

Zoom will automatically fit the image to that page
size. Typically when creating a hardcopy map
this selection is not used.

Once a constraint has been selected, you can vary the other two components. You
can also set the background color. The following is an example of setting up a

map:
1 Create an algorithm using a raster dataset.
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2 From the File menu select Page Setup. The Page Setup dialog opens. In
the window on the left of the dialog box the red box indicates the Page while
the blue box indicates the Contents.

% Page Setup =l E
Frint Uzing O |
* PC Frinting " Hardcopy Control Files —
: | Appl
Default Hardcnp_l,.l:l no entries = &I
| Hardcopy Pages: Acrozs: 1.10 Dowr: 0.33 ﬂl
LCancel |
Background EI-::I-:u:I':'I‘?|Ck et Color ... |Wgiel=lEnT
Canstraints:t Fixed Page: Exterts from Zoom ‘x| ManSedle |
Horz Eerter, |
Page Width] 21530 i
EmIEEntEr |
Page Height:l 278,40 mm
Size:l Fit to Hardcopy j
Borders
Tap: 0.00 mm
Left: 0.00 ram
Right: 9.00 mm
Battorn: 63.50 mm
Scale - 1; 4632 Help |
Contents Extents
Tl (0,000, 0.000)
Snap Shat
Battom Right: (1000.000 ., 1000.000) Cunent Estents

From the drop down list of Constraints select Auto Vary: Borders.
Change the Background Color to white.
From the Size pull down menu, select US Letter.

o O b~ W

Change the Scale to an appropriate value such as 200000. This will
depend on the scale of your data. Any scale that leaves some border space
will do.

7 Select the Horz Center and Vert Center buttons. This will center the image
on the page. Adjust the position as desired. (Often you'll want to place the
image slightly higher than center to allow more room at the bottom to add
map composition items. This can be done by changing the value for the Top
Border; The bottom border will adjust automatically.)

8 Select OK or Apply.
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Including Vector Data

Earlier in this chapter we discussed the mechanisms available for sharing datawith
companion software products. This section summarizes the steps for incorporating
vector datainto your image, assuming that you have decided which method to use
and have configured your system to suit.

9 From the View menu select Algorithm to open the Algorithm dialog (if it is
not already open).

10 In the Algorithm dialog click on the Edit menu.

« todisplay datathat has been imported into ER Mapper vector format, select Add
Vector Layer and Annotation/Map Composition. Thiswill add an Annotation
layer to the algorithm.

« todisplay datain the native format of external systems select the appropriate
dynamic link (for example, Dynamic Link to OpenWorks 3.1 Wells).

11 In the Algorithm dialog, click the Load a Dataset or Dynamic Linkbutton
in the process diagram for the new layer.

12 Find the desired vector dataset and double-click to load it.

13 ER Mapper redisplays the raster image with the vector dataset displayed
over the top.

Adding Map Composition Items

Map composition items are added using the Annotation tools. You can add Map
items to an existing ER Mapper Annotation layer. However, it isagood ideato use
a separate layer for the Map items so that you can easily turn them on or off
independently.

14 On the main ER Mapper menu, click the Edit menu and select Annotate
Vector Layer...

15 When the New Map Composition dialog opens, click OK.

16 If the Page Setup Warning opens, you can either select Close or follow the
procedures outlined in the Page Setup section found earlier in this
document.

17 From the annotation Tools select the Map Rectangle tool. The Map
Object Select and Map Object Attributes windows open.

18 Select a category of map composition items from the Category drop down
list, for example, Grid.

19 Select one of the map objects (for example, EN Grid), drag it over the area
you want to place it and drop it.
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To resize these objects there are two choices. For objects like grids or clip masks,
select the Fit Grid button in the Map Objects Attributes diaog. Thiswill
automatically resize the object to the size and location of the data. Or select the
Select and Move/Resize tool. Click onthe object to select it and resizeit asyou
wish.

ER Mapper map objects are intelligent. For example, when you resize some of the
objects, their valueswill changeto maximizetheallowed space. For example, if you
resizeascalebar, the spacing of the scale bar will be adjusted aswell. North Arrows
aredsointelligent in that if there is arotation from true north in the dataset, the
North Arrow will still point at true north regardless of direction.

20 Change the item parameters such as color or grid spacing in the Map

Object Attributes dialog as desired. You can also add your own map
composition objects to the available options. For information on adding map
composition objects of your own, either consult the reference manual or
contact your support provider.

Using the Page Setup Wizard

9

The Page Setup Wizard leads you sequentialy through the page setup process.
It does the same as Page Setup.

On the Standard toolbar, click on the Page Setup Wizard button.

In the Introduction dialog box, select Algoritm displayed in current
window, and click on Next>.

In the Use a template? dialog box, select Define new values with this
wizard, and click on Next>.

In the Set background color dialog box, set the background color to white
and select your units of measurement,. Click on Next>.

In the Set contents extents dialog box, select Use the current contents
extents, and click on Next>.

In the Set pagesize dialog box, select Choose from standard portrait
sizes, and click on Next>

In the Standard portrait dialog box, select US Letter, and click on Next>

In the Set borders dialog box, select Center Horizontally and Center
Vertically. Click on Next>

In the Set scale dialog box, select Type in the scale, and click on Next>.

10 In the Set scale dialog box, type in your required scale, and click on Next>.

11 In the Finish dialog box, select Add a vector layer, and open the file

chooser to select a required vector layer. Save the algorthm under an
appropriate name. Click on Finish.
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Data viewing Tips

The Intensity layer

ER Mapper provides atype of layer named Intensity. Used on itsown it provides a
monochrome image. Used with other layers the data in the Intensity layer controls
the brightness (or intensity) of the image colors. Low data valuesin the Intensity
layer produce dark colorsin theimage, and high data values produce bright colors.
Intensity layers are used in the Oil and Gas industry to create shaded relief images
that highlight structure.

To view your seismic dataset
Open an image window and the Algorithm dialog

1 Onthe Standard toolbar, click on the Open Algorithm into Image Window
button.

If you are starting from scratch, your algorithm will have a single layer, which will
be a Pseudocolor layer.

2 Change the Pseudocolor layer to an Intensity layer and load your seismic
dataset. Select the two-way-time data band.

To use a formula to invert the dataset values
1 Inthe Algorithm window, click on the Formula button in the process

diagram. E.¢
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The Formula Editor dialog box appears.

2 Inthe Formula Editor dialog, type a minus sign in front of the formula so
that it looks like the following:

- I NPUT1
Thisformulatells ER Mapper to negate (invert) all vaues in the dataset.

3 Inthe Formula Editor dialog click the Apply changes button and then the
Close button.

The image appears as black initially because you need to adjust the transform to
account for the new range of negative data values produced by the formula.

4 Click the Transform button.:_A{P{J

The Transform dia og box showsthe negative data range produced by the formula
inthe Actual Input Limits fields.

5 From the Limits menu (on the Transform dialog), select Limits to Actual.
The X axis data range changes to match the Actual Input Limits.

ER Mapper draws the image again, this time using the full range of grey shades to
display the image. Since you inverted the data values with a formula, structural
lows (larger two-way time values) are shown as dark greys transitioning into
structural highs shown as lighter shades.

To use sun shading

1 Turn on sun shading and display the shaded relief image using the Open

2 Drag the small sun icon around to change the sun position.

This feature allows you to apply artificial illumination from any direction to
highlight very subtle structural features.

Applications of sun angle shading

ER Mapper’s sun angle shading feature is a very powerful tool for quickly
identifying subtle features in time surfaces. It is commonly used for many
applications, including to:

e identify small scale faulting, and relative through across faults

« identify subtle stratigraphic features (pinchouts, truncations, etc.)
« highlight data acquisition and/or processing artifacts

» highlight quality issues related to interpretation
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Colordraping

Colordraping is the technique of draping one set of image datain color over
another set of datathat controlsthe color brightness or intensity. This allows you to
effectively view two (or more) different types of data or methods of processing
simultaneously in a combined display. Colordraping is usualy difficult and time
consuming using traditional image processing products, but it is very fast and easy
using ER Mapper’s Intensity layer type.

The colordraping technique has become a very popular and powerful tool for
visualization of interpreted surfaces. For example, combining two-way timeimages
shown as both color and as structure lets you create a shaded relief image that
enhances subtle faults and color-codestheir placement relative to depth. From these
types of images, far more useful information can be derived than from conventional
visualization techniques.

Pseudocolor layer color image
\ combined
/ colordrape

image

Intensity layer brightness image

To create a colordrape image

1
2

Note:

In the Algorithm window, load your seismic dataset into an Intensity layer.

Duplicate the Intensity layer and change the layer type to Pseudocolor.
(Duplicating the layer instead of adding a new one saves you from having to
reload the dataset.)

Drape color over the shaded relief image by turning sun-shading on for the
Intensity layer and off for the Pseudocolor layer.

Sun angle shading is usually applied only to time surface datasets displayed in
Intensity layers because two-way time describes structural features well. Sun
shading is not normally applied to amplitude or attribute datasets which are
generally displayed in color.

Note that by combining the two processing techniques into one image, you can
simultaneously see structure as brightness relative to depth as color.

To use different color mapping transforms for the color layer click on the
right-hand Transform button in the process diagram. ,_O(!
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The Transform dialog box opens showing the current lookup table and color
mapping.

On the Transform dialog, click the Histogram equalize button.

ER Mapper applies a histogram equalization transform to the data. Histogram
equalization maximizes overall color contrast in the image at the expense of losing
contrast in the structural highs and lows.

On the Transform dialog, click the Gaussian equalize ‘E button.

ER Mapper applies a gaussian equalization contrast stretch to the data. This
maximizes color contrast in the structural highs and lows, but tends to flatten out
contrast in other parts of theimage.

On the Transform dialog, click the Create default linear transform ﬂ
button.

ER Mapper resets the color mapping back to a straight linear default.

You can display the shaded relief and color images separately by turning
one of them off.

To drape amplitude data in color over time data

1

Highlight the Pseudocolor layer and change the band to select the
amplitude data band.

Adjust the transform for the Amplitude color layer by selecting the layer and
clicking on the right-hand Transform button in the process diagram. Aé?{‘j

From the Limits menu, select Limits to Actual to display the image using
the actual limits of the amplitude data.

On the Transform dialog, click the Histogram equalize button.

Histogram equalization increases the overall color contrast in the amplitude data.
Aresas of high amplitudes are shown as reds, and low amplitude areas are shown in
blues.

This colordrape image lets you easily associate variations in amplitude with
structural features shown by the shaded two-way time surface in the Intensity layer.
Using thistechnique, you can drape virtually any type of datain color over the
shaded time surface to aid interpretation of subtle relationships.
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Tips for Colordrape Algorithms

Generally the Intensity layer of a colordrape algorithm is used to show structural
features derived from two-way time data, and the color layers are used to show
amplitude, azimuth, isochrons, or any other derivative or attribute images you feel
are useful. To use an existing algorithm asa*“template” algorithm to apply the same
processing to different datasets, simply load new datasets into the Intensity and
Pseudocolor layers and adjust the transforms to account for the data ranges.

One colordrape variation some researchers useisto display adip imagein Intensity
instead of shading from a specific compass direction. A dip image may delineate
both sides of afault more clearly, for example.

If you would like training in using ER Mapper in oil and gas applications contact
the ER Mapper office closest to you.
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Supplied
Algorithms

This chapter describes selected algorithms supplied with the ER Mapper distribution.
Typical use of the supplied algorithmsis to load the algorithm and change the image to

your own image, and then click on the Refresh Image with 99% clip on limits @
button to run the agorithm with 99% transform clipping.

The processing carried out by algorithms depends on the type of data and the desired
result. For example, the Landsat TM/NDV 1 algorithm computes the Normalized
Difference Vegetation Index (NDV1) from the Landsat TM imagery.

The supplied algorithms are designed as starting points for creating your own commonly
used algorithms. They were created using the standard ER Mapper user-interface - they are
not ‘hard coded’ into ER Mapper.

The algorithms and images supplied with ER Mapper are divided into sections, typically
based on the type of data or the type of processing. The different sections are located in the
following directories under examples.

Applications Specific application examples; e.g. Mineral Exploration, Oil and
Gas Exploration etc.

Data Types Examples which illustrate the the use of a specific type of data.
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Functions_ And_Features
Examples which illustrate a particular ER Mapper function or
feature.

Shared_Data Image datasets which are shared by one or more of the other
examples directories.

Miscellaneous\Templates
Designed as templates to be used to create virtual datasets or
images. Load the template algorithm, change to the new
image(s), zoom to all datasets (if entire coverageisdesired), and
then save the resultant algorithm as avirtual dataset or as areal
image. Most template algorithms do not have afinal transform -
this ensures that the data being processed is not modified by the
template algorithm.

The example a gorithms are designed to be used as-is. Simply load the algorithm, change

theimage, and click on the Refresh image with 99% clip on limits [QI button.

In addition to the example a gorithms loaded with ER Mapper you can also choose to |oad
other application example agorithms during installation. These are inserted into the
appropriate examples directories.

The complete list of the examples directories are as follows. Each of these directoriesis
organized as a section within this chapter, with more information about each algorithm.

Applications

Airphoto

Contains examples demonstrating orthorectification, mosaicing, and balancing of
airphotos.

Fire_Risk

3D_Vegetation_over_DTM.alg

This algorithm defines a vegetation ratio called the Normalized Difference Vegetation
Index or NDV 1 which has shown to be strongly correlated with the amount of vegetation
(biomass). Thisisdraped over an Intensity layer containing a Digital Terrain image band.
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Vegetation.alg

This algorithm defines a vegetation ratio called the Normalized Difference Vegetation
Index or NDVI which has shown to be strongly correlated with the amount of vegetation
(biomass).

Land_Information
Contains algorithms related to Land Information applications.

Mineral_Exploration

3D_Mag_Colordrape_and_KTh_over_Mag.alg

Thisimage has two surfaces. The bottom one is an aeromag colordrape using an elevation
color lookup table. The upper image is a Potassium Thorium ratio draped over the
aeromag data which istaking on the 3D appearance of elevation.

3D_Magnetics_and_Radiometrics.alg

A very powerful way to show magnetics data, known as colordrape. In this algorithm,
magnetics datais used for both color and intensity (the two layers in the agorithm). For
intensity, the sun-shading for the Intensity layer has been turned on to enable structure to
be easily seen.

The transform can be modified in real time for both layers (for the Pseudocol or layer,
changing coloring for the image; for the Intensity layer, changing the overall image
brightness); sun-shading can aso be modified in real time.

Note: If thisalgorithm isviewed using an ER Mapper 3-D viewer or printed using ER
Mapper hardcopy stereo, the Intensity layer is used for height. This makesit easy to use
this algorithm for 3-D output.

Magnetics_Colordrape_over_Real_Time_Shade.alg

Thisis an aeromagnetics scene viewed with color showing the total value of the magnetic
signal and the shading (adjustable in real-time) showing the subsurface structure based on
the magnetic anomonies.

Magnetics_Psuedocolor.alg

Thisisagridded aeromagnetics scene viewed with color representing the total value of the
magnetic signal. In thisimage red represents higher values and blue represents low
values.
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The color table can be changed in the Algorithm window to map the magnetic intensity
values to another color range.

Newcastle_Map.alg

A very powerful way to show magnetics data, known as colordrape. In this algorithm,
magnetics datais used for both color and intensity (the two layers in the agorithm). For
intensity, the sun-shading for the Intensity layer has been turned on to enable structure to
be easily seen.

The transform can be modified in real time for both layers (for the Pseudocol or layer,
changing coloring for the image; for the Intensity layer, changing the overall image
brightness); sun-shading can aso be modified in real time.

Note: If thisalgorithm isviewed using the ER Mapper 3-D viewer or printed using ER
Mapper hardcopy stereo, the Intensity layer is used for height. This makesit easy to use
this algorithm for 3-D output.

Radiometrics_K_Th_Ratio.alg

Thisisaband ratio for Potassium and Thorium. Red indicates high K/Th values (high
Potassium and low Thorium counts) and blue indicates low K/Th values (low Potassium
and high Thorium counts).

Radiometrics_K_Th_U_RGB.alg

Thisis aradiometrics scene with Potassium values shown in red, Thorium shown in green
and Uranium shown in blue. All data values are in counts-per-second.

Radiometrics_K_Th_U_RGB_over_Magnetics_RTS.alg

Radiometrics KThU_RGB.alg) draped over aeromagnetics highlighting structure using
real time shading.

Thisis powerful asit isallowing usto correlate two different types of datain red time.
The aeromagnetics datais integer numbers and the radiometrics dataisreal numbers. This
is not possible with traditional software.

Radiometrics_KThU_RGB.alg

his is a radiometrics scene with Potassium values shown in red, Thorium shown in green
and Uranium shown in blue. All data values are in counts-per-second.

Mt_St_Helens

Contains algorithms related to the Mt St Helens vol cano.
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Oil_and_Gas_Exploration

3D_Multi_Surface_TWT_and_Amplitude.alg

This a gorithm combines Pseudocolor and Intensity layers of the time data. The
illumination (shading) can be edited.

Thisimage combines the illumination (greyscale) with a color layer of the time data. This
type of display significantly enhances the structura contours by emphasising the main
structural blocks.

3D_Seismic_TWT_Horizon.alg

This algorithm combines Pseudocolor and Intensity layers of the time data. The
illumination (shading) can be edited.

Thisimage combines the illumination (greyscale) with acolor layer of the time data. This
type of display significantly enhances the structural contours by emphasising the main
structural blocks.

Telecommunications
Contains optionally loaded algorithms related to telecommunication networks.

World_Topography
Contains optionally loaded example algorithms that use the world DTM image dataset.

Data_Types

Airphoto

These algorithms give examples of airphotosintegrated with other data. For more complete
examples and algorithms that use airphoto data, see the applications Land_Information
optional examples.

Airphotos are usually scanned in as a RGB image using a desktop or drum scanner, which
is then imported into ER Mapper format.

Unlike pure digital images, the resolution of airphotos is afunction of both the scale that
the airphoto was flown, and a function of the resolution of the scanned image.

Once a airphoto has been scanned in, it needs to be geocoded to the map projection using
ER Mapper image rectification capabilities. Airphoto mosaics can easily be constructed
using ER Mapper’sinteractive data fusion.
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Airphoto_and_Landsat_TM_and_Vectors.alg

Demonstrates fusion of different resolution raster data (an airphoto and Landsat TM), and
demonstrates the spatial information (roads, buildings and so forth) that can be resolved in
airphotos.

As an airphoto of higher resolution than Landsat TM data, it is placed above the Landsat
TM datain the agorithm.

A vector layer is also present in this algorithm.

RGB.alg
Shows airphoto data as an RGB image.

Vectors_from_Airphoto.alg

Shows an airphoto as an RGB image with vector data over the top. The vector data has
been created using the ER Mapper annotation tool while editing over the airphoto.

To edit the vector data, click on the Annotation toolbar button.

Arc_info

ER Mapper can directly access ARC/INFO coverages for display and editing purposes.
You can aso convert between ER Mapper vector format and ARC/INFO format; for
example you could create a classification polygon map using ER Mapper’s Raster to
Vector conversion, and save as an ARC/INFO coverage.

Note: ER Mapper can both import/export ARC/INFO coverages, and directly edited them.

You do not need to have ARC/INFO present on your system to be able to edit or access
ARC/INFO coverages.

ER Mapper also supports an ARC/PLOT based dynamic link, which allows ARC/PLOT
based information to beintegrated into the ER Mapper imagery. Thisisthe only link which
actudly requires ARC/INFO to be present, as it uses ARC/PLOT to generate the dynamic
link data.

Aswith dl information that can be displayed with ER Mapper, ARC/INFO data can be
displayed over other information such as raster imagery, and can beincluded as map layers
for final hardcopy maps.

After editing ARC/INFO coverages with ER Mapper, you should run ARC/INFO's clean
or build utilities, as when changing coverages with ARC/EDIT.
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Airphoto_with_roads.alg

This algorithm shows an ARC/INFO coverage over airphoto data. A typical use would be
to update the ARC/INFO coverage based on the latest airphotos.

Fast_SPOT_Pan_with_roads.alg

This example shows San Diego and La Jolla roads on top of a SPOT Panchromatic image
of San Diego.

SPOT_Pan_with_roads_and_drainage.alg

This example shows several ARC/INFO coverages - roads and drainage - shown over a
SPOT panchromatic image. Each coverage is shown in a different color.

via_ARCPLOT_Airphoto_with_roads.alg

This example requires ARC/PLOT (UNIX only) to display a coverage over an airphoto.
Although this dynamic link is slower than the other links (which directly access the
coverage), it alows any ARC/PLOT based commands to be integrated into ER Mapper
images or hardcopy.

via_ARCPLOT_Coast_with_boundaries.alg

Similar to via ARCPLOT_Airphoto_with_roads, except it shows coastlines and
boundaries using ARC/PLOT.

AutoCAD_DXF

DXF_Roads_over_Airphoto.alg

Shows an airphoto as an RGB image with vector data over the top. The vector data has
been created using the ER Mapper annotation tool while editing over the airphoto.

To edit the vector data, click on the Annotation toolbar button.

Digital_Elevation

Digital Elevation image data processed with directional filters provides lineament
detection. It can also be used to refine Landsat classification results.

Topographic or digital terrain data, once gridded, can be processed and displayed to
highlight important physiographic features such as palaco stream terracesin place gold and
tin deposits.
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Note:

You can also drape other images over topography. Topographic distribution of satellite
band response and geophysical/geochemical anomalies are often used as a diagnostic tool.

DEM data can al so be useful used in conjunction with stream or river vector images.

The algorithms supplied with ER Mapper for DEM data are listed below.

Slope_degrees.alg

This agorithm demonstrates the use of the Sope filter, which calcul ates the slope, or
steepness, for aDTM. The numbers output from the Sope_Degreesfilter range from 0 to
90. O indicates aflat area, with no slope; 90 indicates a vertical slope.

Although dlopeis useful by itself, acommon useisto use formulato select only slopes
with a maximum grade. For example, the following formula would only show slopes with
less than 5 degrees of slope:

IF inputl <= 5 THEN i nput1 ELSE NULL

For this formulato work, input1 should be mapped to aDTM, and the input layer should
have a Slope_degrees filter applied prior to the formula.

Slope_percent.alg

This algorithm demonstrates the use of the Sope filter, which calcul ates the slope, or
stegpness, for aDTM. The numbers output from the Sope_percent filter range from 0 to
200. O indicates aflat area, with no slope. 100 indicates a 45 degree slope, and 200
indicates a vertical dope.

Although slopeis useful by itself, acommon use isto use formulato select only slopes
with a maximum grade. For example, the following formulawould only show slopes with
less than 5 percent of slope:

IF inputl <= 5 THEN i nput1 ELSE NULL

Note for this formulato work, input1 should be mapped to aDTM, and the input layer
should have a Slope_percent filter applied prior to the formula.

Aspect.alg

This algorithm demonstrates the use of the Aspect filter, which calculates the aspect or
direction of slope for a DEM. The numbers output from the Aspect filter range from 0 to
361. Zero indicates a north facing slope, 90 indicates an east facing dope, and so on. The
special number 361 is used to indicate areas that are perfectly flat (for example, water)
with no aspect for the slope.
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Although Aspect is useful by itself, acommon use isto use formulato select only slopes
facing a certain direction. For example, the following formula would only show slopes
within 10 degrees of south:

IF inputl >=170 AND i nputl <= 190 THEN 1 ELSE NULL

For this formulato work, inputl should be mapped to aDTM, and the input layer should
have an Aspect filter applied prior to the formula

Australia_Colordrape.alg

An example of colordrape, using aDTM for Australia. A colordrape agorithm uses the
DTM intwo ways. Theimageis color coded according to height (in this case, red is lower
areas, blue are higher areas), and an intensity layer has sun shading turned on to highlight
structure.

If thisalgorithm is viewed using an ER Mapper 3-D viewers or printed using ER Mapper
hardcopy stereo, the Intensity layer is used for height. This makesit easy to use this
algorithm for 3-D output.

Colordrape.alg

Thisisthe generic colordrape algorithm for DTMs. This algorithm hastwo layers: a
Pseudocolor layer showing the DTM as color, and an Intensity layer showing the DTM
structure by shading the Intensity layer.

Thisalgorithm can be used for any DTM by loading the al gorithm, loading your new DTM

into the input image, and clicking on Refresh Image with 99% clip on limits EI to
re-clip the image.

If this algorithm is viewed using an ER Mapper 3-D viewers or printed using ER Mapper
hardcopy stereo, the Intensity layer is used for height. This makesit easy to use this
algorithm for 3-D output.

Colordrape_shiny_look.alg

This algorithm demonstrates how ER Mapper’s formula and algorithm processing can
perform quite different results.
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A DTM has been saved as a virtual dataset with two layers, Height (from the DTM) and
Structure (from the DTM, but with sun shading applied). This virtual dataset is used as
input into the Colordrape_shiny look agorithm, which usesa HSI (Hue Saturation
Intensity) model to highlight the image in such away that it has agloss or reflectance. This
is achieved by modifying the saturation of the image based on the slope of the DTM.

Contours_from_Raster.alg
Demonstrates the use of formulato compute raster based contours fromaDTM.
The general concept used for this algorithm isto:

« Scaetheinput DTM into arange of integer values, one value for each contour level desired.
The following formula does this:

(CElIL(inputl / 100) * 100)

* Addalaplacian filter after the above formula. The Laplacian filter will cause al edgesto
be shown as non-zero numbers, and all areas that are flat (areas between contour lines) to
be zero.

e Addanotch transformto only show data above zero; otherwise show it as zero (which will
be rejected from the classification layer).

All of the aboveis put into a classification layer, which then ‘ classifies theimage
according to if a contour line should be present or not at each pixel.

For full vector based contouring, we recommend using one of the many products that do
contouring with dynamic links to ER Mapper.

Dip.alg

This @ gorithm computes the DIP from aDTM. DIP is ameasure of structure within the
image. It is similar to having a sun-shaded image with the sun overhead. DIP shows
structurein aDTM, regardless of angle.

Edge_Shaded.alg
This algorithm implements a 3 x 3 north-west shading filter on one band of image data.
Example Image: examples\Shared Data\Australia DTM

Theresult isasif theimage was illuminated by alight in the north-west corner of the
image. Because illumination is from the northwest, lineaments, faults and features running
in adiagonal direction from north-east to south-west are highlighted.

Thetransform limits typed in were much narrower (-50 to 50) than the Actual Input Limits.
Other transformations you can try are clipping the limits of the linear transform, or the
Gaussian Equalize and Histogram Equalize from the Auto Options menu.
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You can use different edge filters to highlight edges from different angles. Also consider
using the Sun Angle shading option in layers instead of filters, which offersreal time
variation of sun angle and azimuth.

Greyscale.alg

A very simple display of aDTM as a pure greyscale image. Thisisthe least useful way to
display DTMs. A sun-shaded image, or better still a colordrape image, enables much more
information to be extracted from the DTM.

Pseudocolor.alg
This agorithm displays adigital terrain model (DTM), using a Pseudocolor |ook-up table.

In this algorithm the red indicates areas of high elevation and blue indicates areas of low
elevation.

Realtime_Sun_Shade.alg
This agorithm provides the means for using real time shading.

Description: Thisalgorithm is simply asingle layer, containing a DTM image, with real-
time shading on the layer. Real time shading enables you to move the position of the sun
relative to your image data. 11lumination enhances lineaments, faults and features.

Contains algorithms related to Radar.

Landsat_MSS

Landsat MSSis a second generation earth resources satellite with awide synoptic view - a
185 km swath. It hasarelatively large ground cell size (81.5 x 81.5 m) giving apoor spatial
resolution, and from a geoscience point of view avery limited spectral resolution of four
very broad bands in the green visible to near infrared region. Radiometric quantisation is 7
bits (0.5-0.8 um) and 6 bits (0.8 - 1.1um).

This wide synoptic view allows structural interpretation of large areas, contributing to the
evaluation of the hydrocarbon and mineral potential of certain areas. The spectral data,
although limited, has allowed the identification of iron oxide-rich lithologies and
contributed significantly to lithological mapping.

See the Customizing ER Mapper manual for full characteristics of the Landsat MSS
(Landsat 4).

The algorithms supplied with ER Mapper for Landsat M SS data contained in the
examples\Data_Types\Landsat M SS directory are listed below.
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LandsatMSS_NDVI.alg

This algorithm defines a vegetation ratio called the Normalized Difference Vegetation
Index or NDVI which has shown to be strongly correlated with the amount of vegetation
(biomass).

(11 - 12) / (11 + 12)

(B4:0.95_um- B2:0.65_um) / (B4:0.95_um + B2:0.55_um

Example Image: examples\Shared Data\Landsat MSS 27Aug9l

LandsatMSS_PVIé.alg

Computes the Perpendicular Vegetation Index (PV1) for Landsat MSS 6, whichis:

(((1.091 * 11) - 12) - 5.49) / sqrt((1.091 * 1.091) +1)

Band 3: 0.75 um is mapped to Inputl (11), and Band 2: 0.65 um mapped to Input2.

LandsatMSS_PVI7.alg

Computes the Perpendicular Vegetation Index (PV1) for Landsat MSS 7, whichis:
(((2.4 * 11) - 12) - 0.01) / sqrt((2.4 * 2.4) +1)

Band 4: 0.95 um is mapped to Inputl (11), and Band 2: 0.65 um mapped to Input2.

LandsatMSS_Tasseled_Cap.alg

Three layers, each layer containing the formulafor one of the tasseled cap vegetation
calculations for Landsat M SS:

*  Wetness
e Greenness
* Brightness
Turn on the layer for the appropriate tasseled cap to see the calculation.

Landsat_MSS_natural_color.alg

Generates a‘natural color’ view from a MSS image. The formulae used are;

RED: Band 2: 0.65 um
GREEN: ((Band 2: 0.65 um* 3) + Band 4: 0.95 un) / 4
BLUE: Band 1: 0.55 um
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This approximates a naturd looking image from M SSimagery, with vegetation showing as
green.

RGB_321.alg
Shows bands 3,2,1 as an RGB image. Vegetated areas show as red.

RGB_321_sharpened_with_SPOT_Pan.alg

Shows bands 3,2,1 of Landsat MSS as Red, Green, Blue. A SPOT Panchromatic imageis
included in the Intensity layer to sharpen the image. Landsat M SS has 80 meter cell
resolution; SPOT Pan has a 10 meter cell resolution.

RGB_421.alg

This algorithm is a standard fal se color image obtained by assigning Band 4 (0.95 um) to
the RED layer, Band2 (0.65 um) to the GREEN layer and Band 1 (0.55 um) to the BLUE

layer.
Example Image: examples\Shared Data\Landsat MSS 27Aug91

Thisisacommonly used color combination for Landsat M'SS composites because the
image is similar to color infrared photography, particularly in the red rendition of
vegetation.

TC_Greeness_over_Brightness.alg

A colordrape algorithm with the Greeness of vegetation shown in color (the Pseudocolor
layer), and the brightness of vegetation shown as Intensity.

Landsat_TM

Landsat TM is a second generation earth resources satellite, and combines reasonable
spatial resolution (cell size of 30 meters by 30 meters) with a reasonable range of spectral
bands (7 bands in visible and near, short and mid infrared wavelengths). The first band
covers the range from 450nm to 520nm, which roughly correspondsto blue light in the
visible spectrum. Refer to the Open Standards manual for full characteristics of the
Landsat TM (Landsat 5). Unlike airborne data, Landsat TM datais readily available for
most of the world. The algorithms supplied with ER Mapper for Landsat TM data
contained in the examples\Data_Types\Landsat_ TM directory are listed below.
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Abrams_Ratios.alg

This algorithm combines previously defined ratios into one RGB composite display. The
ratio which highlights phyllosilicates (+clays, carbonates) is displayed in the red layer
(Band 5/Band 7(1.6/2.2)). Theironoxide ratio (Band 3/Band 2(0.66/0.56)) is displayed in
the green layer and vegetation (Band 4/3 (0.83/0.66)) is displayed in the blue layer.

(11 - RMN(,RL,11)) / (12 - RUN(,RL, 12))

(B5:1.65 um- RMN(, Al, B5:1.65 unm) / (B7:2.215 um -
RMN(, Al, B7:2.215 um)

Example Image: examples\Shared Data\Landsat TM_year 1985

In this algorithm pixels dominated by responses from phyllosilicates (clay mineral-
carbonate)-rich outcrop, or soil, are red; those dominated by iron oxides are green and
those by vegetation, blue. Pixels with responses due to mixtures of clay+iron oxide, will
appear varioudly as red-orange-yellow. Areas of iron-rich soil with a grass cover will
appear as cyan and areas of granite soil with a grass cover will be magenta.

Clay_ratio.alg

This agorithm implements the ratio that highlights clays, phyllosilicates and carbonates
for Landsat TM. It does this by looking for high spectral responsesin the 1.65um (band 5)
wavelength and low responses in the 2.215_um (band 7) wavelength.

(11 - RUMN(,REGONL, 11)) / (12 - RMN(, REG ON1, | 2))

(B5:1.65_um- RMN(, Al, B5:1.65 un) / ( B7:2.215 um -
RMN(, Al, B7;2.215 um)

Thisratio has difficulty in separating the response from clays et a. and vegetation. In the
example Landsat TM image it is apparent that most of the response shown is due to
vegetation. There are ways of combining the two algorithms (typically by using Red-
Green-Blue false color) to highlight only oxides. These are discussed in more detail under
the LandsatTM_abrams _ratios a gorithm.

Colordrape_Greeness_over_Brightness.alg

A colordrape algorithm; the Greeness of vegetation is shown in color (Pseudocolor layer),
and the brightness of vegetation is shown as Intensity.

Colordrape_NDVI_over_PCl.alg

A colordrape algorithm, with the NDVI vegetation index in color shown over PC1 as
intensity.
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As PC1 is often albedo from an image, this can be agood way to correlate vegetation with
terrain.

Decorrelation_Stretch.alg

This algorithm carries out a decorrelation stretch by converting the image to principal
component space, histogram equalizing PCs 1, 2 and 3, and then inverting back to normal
space.

Edge_Shade_from_NE.alg

This algorithm implements a3 x 3 north-east shading filter on one band of data; by default
band 1.

Example Image: examples\Shared Data\Landsat TM_year 1985
Theresult isasif theimage was illuminated by alight in the north-east side of the image.

Because illumination is from the north-east, lineaments, faults and features running in a
diagonal direction from North-West to South-East are most strongly highlighted.

A filter isaspatial operation that is the result of moving atemplate over the source image,
which generates output data based on spatial variations. Filters are used to detect and
enhance edges, sharpen images, smooth images and remove noise.

Although this algorithm processes only a single band of data, filters are also useful to look
at processed images (such as an image that highlights clays) to look for structural features
such as lineaments.

In addition to the North-East shading filter used by this algorithm, there are other filters
which may be used; for example, sharpening filters. User defined filters which carry out
specialized processing may be added.

Greyscale.alg

This agorithm will show the first band of Landsat TM (blue visible light band) as a
greyscaleimage. Theresult isasimilar effect to an oblique photo of the area

Example Image: examples\Shared Data\Landsat TM_year 1985
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Note:

Iron_Oxide_ratio.alg

This algorithm implementsthe ratio that highlightsiron oxides for Landsat TM, by looking
for a higher spectral responsesin the 0.66um (band 3) wavelength than in the 0.56um
(band 2) wavelength. Thisis characteristic of the spectra response of iron oxides.

(11 - RMN(,RL, 11)) / (12 - RMN(,RL, 12))

(B3:0.66_um- RMN(, Al, B3:0.66_um) / (B2:).56_um -
RMN(, Al, B2:0.56_um)

Example Image: examples\Shared Data\Landsat TM_year 1985
Thisratio has difficulty separating the response from iron oxides and dry vegetation.

Because these bands suffer from considerable atmospheric scatter, the resulting image is
somewhat noisy. Smoothing the iron oxide ratio image with a 3 x 3 average filter will often
make the image easier to examine.

Landsat_TM_area_specific_stretch.alg

This algorithm demonstrates stretching data within specific areas. This a gorithm has Red,
Green and Blue layersfor land, and for water (atotal of 6 layers).

The water layers have aformulato only show the data if it is over water. Band 5 is used to
decideif apixel isover water or not, by using the following formula

[ F INPUT1 < 20 THEN I NPUT2 ELSE NULL

Where Inputl is mapped to Band 5, and Input2 is mapped to whatever band isto be
displayed (depending on if it is a Red, Green or Blue layer).

The ELSE NULL meansthat over land, no pixels are shown for the water layer, so theland
layers ‘shine through’ in these areas. This also means the transform for the water layers
only show datafor water.

The water transforms have then been stretched to highlight water.

Water depth, kelp fields, and so on become visible with these enhancements.

Landsat_TM_Tasseled_Cap_in_RGB.alg
This shows the Brightness, Greeness and Wetness Tasseled Caps as Red, Green and Blue.

Lsfit.alg
This @ gorithm computes the Least Squares Fit for Landsat TM.
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Pleasing_image.alg

Generates a‘pleasing image’ for Landsat TM, based on a modified version of the Brovey
Transform (using Landsat TM only).

It gives a very good looking image using only Landsat TM data.

Principal_Component_1.alg

Computes the Principal Component 1 (PC1) for Landsat TM. Only bands 1-5 and 7 are
used in the formula. The generic formulais:

SIGVA(IL1..16 | 1?2 * PCCOV(11..16 ), Regionl, 1?2, 1))

Inputs 11 to I5 are mapped to bands 1 to 5. Input 6 is mapped to band 7. Region 1 can be
whatever region is to be used to compute the PC, and is often the ‘All’ region. The final
number 1 in theformulaisthe PC to compute; in this example, PC1. Changing this number
generates a different PC.

RGB_321.alg

Thisagorithmisa‘natural’ color scene comprising TM bands 3-2-1 (approximately equal
to red-green-blue visible light) imaged in the red-green-blue computer monitor guns
respectively.

Example Image: examples\Shared Data\Landsat TM_year 1985

The compositeis not totally natural because the TM bands do not exactly match the red-
green and blue spectral regions; bands 1 (blue visible) and 3(red visible) have alower
spectral range than that which the eye recognizes as blue and red. Thisimage looks partly
realistic but there is an apparent absence of green vegetation (although the northeast corner
and a southeast strip has blue-green coloration). The “greeness’ response of plantsisnot a
very strong one (compare the reflectance of vegetation in the green visible range, 0.56 um,
TM band 2), but the human eye is most sensitive to green (it has many more cones sensitive
to green) and therefore magnifies the response relative to blue and red.

RGB_321_to_HSI_to_RGB.alg

Converts bands 3, 2 and 1 into Hue, Saturation, Color space from RGB space. Allows an
image to be enhanced in HS| space instead of in RGB color space. ER Mapper can enhance
HSI imagesin real-time.

RGB_341.alg

The ‘greeness’ of the ‘natural’ image can be improved by substituting TM band 4 for band
2. Inband 4 (centred at 0.83 um) in the near infrared, vegetation has very high reflectance.
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Example Image: examples\Shared Data\Landsat TM_year 1985

LandsatTM_rgb 321 is basically the same as LandsatTM_rgb 341, except we have
substituted band 4 for band 2.

By putting band 4 into the GREEN layer the high spectral response from vegetation (band
4) produces the greenness. Thisis now afalse color image. This trand ates the response
from a spectral band that is not from the visible range (has no ‘color’), into avisible
wavelength so that we can ‘se€’ awavelength not normally used.

RGB_432.alg

This agorithm issimilar to the LandsatTM_rgh_341 algorithm shown previoudly.
LandsatTM_rgh_432 is another false color image, usually referred to as ‘ standard’ false
color. Inthisimage TM band 4 is assigned to the RED layer, band 3 (0.66 um = visiblered)
isin agreen layer and band 2 (0.56 um = visible green) in ablue layer.

Example Image: examples\Shared Data\Landsat TM_year 1985

Theresult of this RGB color compositeis that the high reflectance of vegetation (0.83, TM
band 4) makes vegetation appear red; red features, such as Fe-rich soils appear green,
while green features appear blue.

Thisfalse color image is generally the one used to evaluate a particular image for avariety
of resource-based applications. People interested in vegetation can see the location and
density of vegetation; people interested in geology can make the same determination - and
avoid the over-vegetated images.

The Gaussian Equalize transformation was applied to each band.

RGB_531.alg

This algorithm is a false color image which may be used to realize some lithological
discrimination. TM band 5 (um) is assigned to ared layer; band 3 ( um) to a green layer
and band 1 (0.48 um) to a blue layer.

Example Image: examplesShared Datal andsat_TM_year_1985
A GAUSSIAN EQUALIZE appearsto give the desired resullts.

RGB_541.alg
Displays bands 5, 4, 1 as an RGB image.
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RGB_541_to_HSI_to_RGB.alg

Convertsbands 5, 4, 1 into Hue, Saturation, Color space from RGB space. Allows an
image to be enhanced in HS| space instead of in RGB color space. ER Mapper can enhance
HSI imagesin real-time.

Formulain the HSI layers are used to convert bands 5, 4, 1 from RGB color space to HSI
color space.

RGB_542.alg
Landsat TM Composite, rgb = bands 5,4,2

RGB_741.alg

Thisisafase color image widely used for geological applications. TM band 7 (2.2 um) is
assigned to ared layer; band 4 (0.83 um) to agreen layer and band 1 (0.48 um) to ablue

layer.

Example Image:
examples\Shared_Data\EXAMPLES\SHARED_DATA\Landsat TM_year 1985

The LandsatTM_rgh 321 agorithm above showed that while a near-natural image can be
created, the image does not show a great deal of detail compared to other band selections.

Thisis because generaly the reflectances of terrestrial materialsin adjacent spectral bands
aresimilar.

The advantages of the LandsatTM_rgb_741 algorithm is that we achieve better color
separation, improving detail and information.

A second advantage is that certain mineral groups of interest have distinctive spectral
featuresin TM bands 7, 4 and 1.

In band 1, iron-bearing mineras have low reflectance whereas phyllosilicates, quartz, and
other light coloured minerals have high reflectance. In band 7 phyllosilicates and
carbonates have absorption features whereas hematite and, to a lesser extent goethite have
higher responses. Therefore the 741 rgb composite allows a certain degree of lithological
interpretation. Hematite-rich rock and soil is red, quartzites generally appear blue to blue-
green because they are light coloured and have no iron, while limestones generally appear
pale blue or lavender because of the absorption of carbonate in band 7 and their general
pale colour (high in blue gun of the computer monitor).

Various cements and fracture fillings also add to the spectral responses. Fireburn scars,
particularly recent ones, appear red and may be confused with hematite rich areas.

The GAUSSIAN EQUALIZE transformation was applied to each band.
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RGB_Principal_Components_123.alg
Generates PC1, PC2 and PC3 and displays them as an RGB image.

RGB_Principal_Components_bands_741.alg

Generates a PC1, PC2, PC3 image using only bands 7, 4, 1 of the Landsat TM data.
Because these bands show mineral ogy, this can be a good image to highlight geology.

RGB_to_HSI_to_RGB.alg

A generic RGB to HSI to RGB colorspace algorithm. This algorithm hasthree layers (Hue,
Saturation and Intensity), which are computed from the three bands selected to use as
RGB. Asthe layersarein HSI color space, you can transform these in real time using the
layer transforms. ER Mapper automatically converts HSI layersinto RGB for final display.

Scan_line_noise_removal.alg

This dgorithm demonstrates the removal of scan line noise removal.

Sensors_16.alg

Used by the Scan_line_noise removal.alg to split an image into aview based on scan lines;
there are 16 scan linesfor Landsat TM.

Tasseled_Cap_Transforms.alg

An agorithm with three layers, each layer containing the formulafor one of the tasseled
cap vegetation calculations for Landsat TM:

*  Wetness
e Greeness
* Brightness

Turn on the layer for the appropriate tasseled cap to see the calculation. Look at the
formulafor a given layer to see the exact formula used for Tasseled Cap Transformations.

Vegetation_NDVI.alg
Computesthe NDVI (Normalized Difference Vegetation Index) for Landsat TM.

Vegetation_TNDVl.alg
Computesthe TNDVI for Landsat TM.
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These are various a gorithms used to highlight vegetation. They all use the high near-
infrared (NIR) reflectivity of green vegetation (band 4: 0.83um) compared to the high red
chlorophyll absorption (band 3: 0.66um) to highlight vegetation.

sgrt(((I1 - 12) / (11 +12)) + 0.5
SQRT(((B4:0.83_um- B3:0.66_um / (B4:0.83 _um+ B3:0.66_un)) + 0.5)

Example Image: examples\Shared Data\Landsat TM_year 1985

Note: Likemost processing techniques for Landsat TM, this formula can enhance information
other than vegetation, as there are materials other than vegetation that have a high spectral
responsein NIR and low spectral response in Red.

Asdry vegetation has adifferent spectral response to green vegetation, thisagorithmis not
ideal for highlighting dry grass. Theratio of band 5 over band 7 (e.g. 1.65 um/ 2.215 um)
is better at highlighting dry vegetation. Unfortunately, the 5/7 ratio will also highlight
hydroxides.

Magnetics_And_Radiometrics

The most common geophysical images manipulated and displayed by exploration
companies are aeromagnetics, gravity and radiometrics. Such continuous tone images of
gridded geophysica datainterpolated from real samples preserve the information content
of the raw dataand are far more easily interpreted than contour maps.

These algorithms demonstrate processing airborne magnetics and radiometrics data. More
examples can be found in the applications_Mineral_Exploration optionally installed
images, which also demonstrate the processing of Landsat, DTM, SPOT, gravity, ARC/
INFO and other types of data.

Aeromagnetics

Aeromagnetic measurements represent variations in the strength and direction of the
Earth’s magnetic field produced by rocks containing a significant amount of magnetic
minerals, commonly magnetite. The shape and magnitude of an anomaly produced by one
body of rock is complexly related to the body’s shape, depth and magnetization.

Magnetization is determined by the amount and distribution of magnetic minerals and the
magnetic properties of those minerals, which are influenced by a number of factors
including the history of the rock. The location of the anomaly over the rock body is
normally offset southward and is accompanied by aweak low on the northern side, called a
polarity low. Anomalies on aeromagnetic maps when viewed as patterns generally express
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structural, topographic, and lithologic variations. Anomalies due to crystalline rocks
commonly dominate aeromagnetic maps because these rocks ordinarily are more magnetic
than other rock types.

Radiometrics

Gamma-ray measurements detect the radiation emitted by radioisotopesin the near-surface
rock and soil, which results from decay of the natural radioelements uranium-238,
thorium-232, and potassium-40. The near-surface distribution of the natural radioelements
is controlled by geologic processes, which enables the use of radioelement measurements
in geologic mapping and mineral exploration.

Radiometric maps are often pseudo-geol ogical outcrop maps or can be used for some
Mapping purposes.

Typically radiometricsis less affected by vegetation and agriculture than satellite data for
determining soil/geology, providing a useful substitute for TM in vegetated areas or an
adjunctto TM in arid areas.

Radiometric units can reflect in-situ or transported soils. Radiometric signals come from
the first approximately 0.5m of soil.

The algorithms supplied with ER Mapper for geophysical data contained in the
examples\Data_Types\Magnetics And_Radiometrics directory are listed below.

Magnetics_1Q_Vertical_Derivative.alg

Shows the vertical derivative of magnetics.

Magnetics_2nd_Vertical_Derivative.alg

Shows the vertical derivative of magnetics.

Magnetics_3Q_Vertical_Derivative.alg

Shows the vertical derivative of magnetics.

Magnetics_and_Radiometrics_Colordrape.alg

Integrates surface information from Radiometrics with sub-surface information from
magnetics as a colordrape algorithm.

The radiometrics Potassium count is shown in color (red is higher counts), draped over
magnetics, which is shaded using real time sun-shading to show structure.

In this way, correlations between magnetics and radiometrics can be compared. On screen
annotation could be carried out over thisimage if desired.
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Magnetics_and_Vectors.alg

Shows magnetics as a simple greyscale image, with vector geology structure information
in vector format over the magnetics. Vectors can be edited using the annotation tool.

Magnetics_Colordrape.alg

A very powerful way to show magnetics data, known as colordrape. In this agorithm,
magnetics datais used for both color and intensity (the two layers in the algorithm). For
intensity, the sun-shading for the Intensity layer has been turned on to enable structure to
be easily seen.

The transform can be modified in real time for both layers (for the Pseudocolor layer,
changing coloring for the image; for the Intensity layer, changing the overall image
brightness); sun-shading can also be modified in real time.

If thisalgorithm is viewed using an ER Mapper 3-D viewer or printed using ER Mapper
hardcopy stereo, the Intensity layer is used for height. This makesit easy to use this
agorithm for 3-D output.

Magnetics_Colordrape_map_legend.alg

This shows a cut-out of part of a magnetics image, as a colordrape. This algorithm is used
asalegend in amap composition - the algorithm is embedded into the map. Any algorithm
can be used as alegend item for a map.

Magnetics_Colordrape_shiny_look.alg

A demonstration of how ER Mapper’s formula and algorithm processing can perform quite
different results.

Magnetics data was saved as a virtual dataset, with two layers; value and structure (the
same data, but with sun shading applied). This virtual dataset is used asinput into the
Colordrape_shiny_look algorithm, which uses an HSI (Hue Saturation Intensity) model to
highlight the image in such away that it has a gloss or reflectance. Thisis achieved by
modifying the saturation of the image based on the slope of the magnetics data.

Magnetics_Colordrape_wet_look.alg

A demonstration of how ER Mapper’s formula and algorithm processing can perform quite
different results. Similar to the Magnetics Colordrape shiny |ook algorithm, except that
different transforms are used in saturation to achieve awet look to the final image.
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Magnetics data has been saved as a virtual dataset, with two layers; value and structure (the
same data, but with sun shading applied). This virtual dataset is used asinput into the
Colordrape_shiny_look algorithm, which usesaHSI (Hue Saturation Intensity) model to
highlight the image in such away that it has a gloss or reflectance. Thisis achieved by
modifying the saturation of the image based on the slope of the magnetics data.

Magnetics_Contours_from_Raster.alg
Demonstrates the use of formula to compute raster based contours from magnetics.
The general concept used for this algorithm isto:

» Scaetheinput magneticsinto arange of integer values, one value for each contour level
desired. The following formula does this:

(CElIL(inputl / 100) * 100)

* Addalaplacian filter after the above formula. The Laplacian filter will cause al edgesto
be shown as non-zero numbers, and all areas that are flat (areas between contour lines) to
be zero.

e Addanotch transformto only show data above zero, otherwise show it as zero (which will
be rejected from the classification layer).

All of the aboveis put into aclassification layer which ‘ classifies’ theimage accordingtoif
a contour line should be present or not at each pixel.

For full vector based contouring, we recommend using one of the many products that do
contouring with dynamic links to ER Mapper.

Magnetics_POB_Vertical_Derivative.alg

Shows POB vertical derivative from magnetics.

Magnetics_Pseudocolor.alg
This algorithm displays a magnetics image data as a single band Pseudocol or display.

The high-amplitude magnetics are shown as red and the low amplitude magnetics are
shown as cooler blue-green colors.

Magnetics_Realtime_Sun_Shade.alg
This agorithm implements real time shading on a greyscale image.

Real time shade shades the aeromagnetic data as though it were topography obliquely
illuminated by the sun, using a color scale (in this case greyscal€) to show different values.
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Magnetics_rgb_3angle.alg

Aninteresting algorithm that demonstrates the use of an RGB al gorithm that has sun-
shading turned on for each of the three layers. The sun isin a different position for each
layer, with the result that structuresin certain directions are shown in acertain color.

While difficult to interpret, it does have the advantage of showing all structure from a
magnetics image for interpretation purposes.

Radiometrics_Magnetics_RGBI.alg

Shows radiometrics as RGB draped over a magnetics image. It enables detailed
interpretation based on both the radiometrics and magnetics data.

If thisalgorithm is viewed using an ER Mapper 3-D viewers or printed using ER Mapper
hardcopy stereo, the Intensity layer is used for height. This makesit easy to use this
agorithm for 3-D output.

Radiometrics_ratio_K_Th.alg

Shows Potassium over Thorium as aratio, in color. It demonstrates the use of formulato
compute data. The formula can be easily changed to show the ratio for any two bands of
data.

RadarSat

Contains optionally loaded algorithms related to Radarsat

Seismic

The image dataset used in these algorithms was extracted from a Landmark seismic
processing system. The image contains two channels (bands) of data: two-way time and
amplitude of the reflected wave. Theimage is a 2-dimensional horizon, and this
corresponds to a plan view of the gridded seismic data. All algorithms are in the algorithm
directory ‘Data_Types\Seismic’.

More complete examples using a 3D seismic survey can be found in the
application Oil_and_Gas optionally installed dataset directory.

Several horizon attributes can be cal culated from the basic horizon time data. Two of these
(dip and Azimuth) are powerful techniques for seismic interpretation. The dip isthe
amount of inclination of the horizon in the subsurface, and the azimuth is the direction of
thisinclination measured from alocal reference direction, usually north. In their simplest
form these attributes are given by:
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Dip = ((dt/dx)2 + (dt/dy)?) 1?2
Azimuth = arctan ((dt/dy) / (dt/dx))

Horizon_Azimuth.alg

This a gorithm computes the azimuth attribute of an horizon. It is displayed using the
azimuth lookup table: a 5-color Lookup Table representing the four primary directions.
The additional color isrequired as the Lookup Table must wrap around; top and bottom
colors must be the same.

The formula combines the easterly dip of the time data (dt/dx) with the northerly dip of the
time data (dt/dy) to obtain the azimuth.

Example Image: examples\Shared_Data\L andmark_Seismic_Horizon

The major structural relationships are highlighted using the azimuth attribute. In particular
the inter-relationship of faults and direction of throw can be determined. Thisis usualy
used in conjunction with the dip display to interpret the area.

Horizon_Colordraped.alg

This agorithm combines Pseudocolor and Intensity layers of the time data. The
illumination (shading) can be edited.

Example Image: examples\Shared_Data\L andmark_Seismic_Horizon

This image combines the illumination (greyscale) with a color layer of the time data. This
type of display significantly enhances the structural contours by emphasising the main
structural blocks.

Horizon_Colordraped_Dip.alg

This algorithm combines a Pseudocolor time layer with either an intensity time layer with
real time shading, or an intensity dip layer without real time shading. Theresult is similar,
asthevertical illumination (intensity real time shade) is essentialy the same asthe dip
attribute display.

The algorithm uses a step Lookup Table in Pseudocolor mode.
Example Image: examples\Shared_Data\Landmark_Seismic_Horizon

Thisimageis similar to the seismic - colordrape result asit again is used to significantly
enhance the structural contours by emphasising the main structural blocks. The step
L ookup Table emphasises the structural contours.
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Horizon_Colordraped_Step_LUT.alg

This agorithm combines Pseudocolor and Intensity layers of the time datawith sun angle
shading. Itisidentical to Horizon_Colordraped except that a step Lookup Table is used.

Example Image: examples\Shared_Data\L andmark_Seismic_Horizon

Horizon_Dip.alg

This a gorithm computes the dip attribute of an horizon and displaysit asagreyscae
image. The formula combines the easterly dip of the time data (dt/dx) with the northerly
dip of the time data (dt/dy) to give the true dip.

Example Image: examples\Shared_Data\L andmark_Seismic_Horizon

The mgjor structural trends will be highlighted using the dip attribute. In particular the
strike of faults can be determined. This display is usually used in conjunction with the
azimuth display to interpret the area.

Horizon_IHS.alg
Horizon_Low_Amplitude.alg

Horizon_Pseudocolor.alg

This dgorithm is a Pseudocol or image with the formula:

- I NPUT1

Note the negative sign to invert seismic values.

Example Image: examples\Shared Data\L andmark_Seismic_Horizon

Thisimageis acolor coded map of the basic interpreted horizon data. The data ranges
from the structural highs (in red tones) to the surrounding troughs (in blue tones).

Horizon_Realtime_Sun_Shade.alg
This dgorithm is a Pseudocolor image using real time shading.
Example Image: examples\Shared_Data\L andmark_Seismic_Horizon

Red time shade allows you to highlight structural lineations of interest. By varying the sun
angle (both azimuth and illumination) particular features can be emphasised.
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Note: Theimage from vertical illumination is essentialy equivalent to the image using the Dip
algorithm.

Once you are satisfied with the illumination direction using real time shade, the resolution
of the image can be increased by changing the algorithm mode to Pseudocolor with a
greyscale Lookup Table.

SPOT_Panchromatic

The HRV (High Resolution Visible) sensor is a pushbroom system designed primarily for
agricultura studies, with four broad bands al in the visible region, concentrating on the
spectral properties of vegetation between 0.6 and 0.8 um.

A significant feature of the SPOT HRV sensor isthat it can collect data either in the MSS
mode over itsimage swath width (60 km) with a scene cell of 20 m, or by in -flight change
convert two sensors to panchromatic sensing covering the same swath width with a scene
cell of 10m resolution.

The following SPOT has been supplied by SPOT Imaging Services with the following
acknowledgement:

SPOT Imagery copyright CNES (1990)
Distribution SPOT Imaging Services, Sydney, Australia

The algorithms supplied with ER Mapper for SPOT datain the
examples\Data_Types\SPOT _Panchromatic directory are listed below.

Colorize_Regions_Over_Greyscale.alg

Thisalgorithm ‘colors’ regionswithin the SPOT image, using the INREGION() formulato
decide where the regions are. The col orized regions are shown over the original imagery as
greyscae.

Greyscale.alg

Displays SPOT Pan as agreyscale image. You can add a sharpening filter to thisimage to
further sharpen the image.

Greyscale_Hospitals_and_Fire_Stations.alg

Table based dynamic links show hospitals and fire stations as circles over a SPOT Pan
image. The tables contain the easting/northing location for each hospital and fire station.
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In_Regions.alg

ER Mapper can attach vector based polygon regionsto raster images. These regions can be
used for statistics calculations, classification, or selecting raster data within regions.

This dgorithm uses the “INREGION()” formula to show raster imagery only within
certain regions.

Full conditional logic can be used, for example:
IF inregion(rl) AND NOT inregion(r2) THEN .....
Map region variables (r1, region2, etc.) into actua regions using the formula editor.

Vectors_over_Greyscale.alg
Shows vector based data over SPOT Pan imagery. The vector data can be edited.

Hybrid_contrast_stretch.alg

SPOT_xs

SPOT_XS_and_Pan_Brovey_merge.alg

Uses the Brovey transform to merge SPOT XS and SPOT Panchromatic imagery. The XS
imagery is used for color and the Pan imagery for spatial sharpness.

SPOT_XS_natural_color.alg

A natural color image based on SPOT XS. This agorithm uses aweighted average of
bands 2 and 3 for Green resulting in an image that shows vegetation in Green, not Red.

SPOT_XS_NDVI_colordraped_over_Pan.alg
Shows the NDV1 in color calculated from SPOT XS, over SPOT Panchromatic as I ntensity.

SPOT_XS_NDVI_veg_index_greyscale.alg
Computes the NDV | vegetation index from SPOT XS.
In this algorithm the vegetation indices are derived from the ratio of bands 3 and 2.

11/ 12
B3: 0.84_um/ B2:0.645_um
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Example Image: examples\Shared Data\SPOT_XS
The bright areas will show the areas of vegetation (high ratio values).

SPOT_XS_rgb_321.alg

Thisalgorithm isan RGB color composite of SPOT HRV Band 3 assigned to the Red layer,
Band 2 to the Green layer and Band 1 to the Blue layer.

Example Images. examples\Shared_Data\SPOT_XS
examples\Shared_Data\SPOT_Pan

SPOT_XS_rgb_321_sharpened_with_SPOT_Pan.alg

Thisalgorithmisan RGB color composite of SPOT HRV Band 3 assigned to the Red layer,
Band 2 to the Green layer and Band 1 to the Blue layer.

It also contains an Intensity layer using SPOT Pan to sharpen the image. ER Mapper
automatically convertsfrom RGB to HSI, replaces Intensity (with the SPOT Pan data), and
converts back to RGB color space.

Red, Green, Blue and Intensity can all be modified in real time with the layer transforms.

A sharpen filter could be added to the intensity layer to further sharpen thisimage.

SPOT_XS_rotate_hue.alg
This dgorithm rotates the hue.

Functions_And_Features

3D

The algorithms in this section are al related to the 3D visualization of imagery and vector
data. Any data shown in 2D can also be shown in 3D, provided a suitable height
component can be used - which does not have to be altitude from a DEM, athough it often
is.
The 3D examples can be viewed using the ER Mapper 3D viewers, and can also be printed
as a stereoscopic pair by selecting the Stereo option within hardcopy.
In general, building a3D algorithm is done with the following steps:

1 Define the algorithm, as a 2D view.

Include any raster imagery, vector data, dynamic links and so forth that are to be shown in
the 3D view.
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Add a Height layer (or several if mosaicing heights from several DEMSs) to the
algorithm.

Make sure height is scaled to 0-255 in the final transform - you can a so use the transforms
on Height layersto clip or exaggerate certain heights.

Save the algorithm.
Load the algorithm into one of the 3D ER Mapper views.
You can also print it as a stereoscopic hardcopy pair.

The 3D views allow you to save your algorithm. This preserves the view position,
background color, height exaggeration and other information related to your 3D view,
ensuring that your next viewing of the datawill be the same view.

Digital_Terrain_Map.alg

Demonstratesthe use of DTM datain 3-D. This algorithm hastwo layers. acolor layer and
a height layer. The Pseudocolor color layer isthe DEM, and the Height layer is also the
DEM. Notethat you can also use aconventiona colordrape a gorithm (with a Pseudocol or
and aIntensity layer) for 3-D visualization. When a 3-D module of ER Mapper uses an
algorithm without a Height layer, it will use Intensity for Height if thereis an Intensity
layer. Thus, any colordrape algorithm can be used for 3-D display.

The advantage of acolor coded DEM in 3-D isthat there are two visual cluesto the DEM:
the height, as shown by the 3-D module, and the color. Typically red is used to indicate
high locations, and blue to indicate low locations, but any L ookup Table can be used to
color code heights.

Thefind transform for the Pseudocolor layer could also be changed, for exampleto only
highlight DEM values within a certain atitude range.

Landsat_over_DTM.alg

This example algorithm drapes Landsat TM satellite imagery over DEM datato provide a
combined view with height from the DEM and color information from the Landsat TM
data. Because Landsat TM has a 30 meter ground resolution per pixel, thistype of view is
only good for large regional overviews.

The Landsat TM data and the DEM do not need the same resolution cell size.
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Note:

Note:

Landsat_SPOT_fusion_over_DTM.alg

This example improves on the Landsat_over DEM algorithm, by first combining the
Landsat TM datawith SPOT Panchromatic imagery to provide a crisper image whichis
then draped over the DEM.

As SPOT Pan is 10 meter resolution, and Landsat TM is 30 meter resolution, the spatial
information from the SPOT imagery is combined with the spectral information from the
Landsat TM imagery.

This agorithm uses the Brovey Transform to combine the Landsat and SPOT imagery, as
the Brovey Transform generally provides a better result than the RGB/HSI transformation,
which could also be used in this case.

Land_Use_Classification.alg

This example drapes a classified image (aLandsat TM image that has been classified into
different types of land use) over aDEM image. This allows land use to be correlated with
elevation, for example when looking for different types of forests, or when checking
sensitive areas such as valleys for environmental impact problems.

A more sophisticated version of this algorithm could be created by defining an RGB
satellite image then a Classification Display layer over the RGB image, showing the
classification only in selected regions (using INREGION() in aformula). This combined
image would be draped over aDEM in the Height layer, resulting in an image which shows
classifications only in selected areas.

Magnetics.alg

By viewing airborne magnetics datain 3D, subtle structures within the magnetics may be
more easily discerned. Thisalgorithm is simply a colordrape algorithm - magneticsis both
color and height in the algorithm.

The height in this algorithm isin fact the magnetic intensity, not height of terrain. We use
the magnetics field strength to indicate highs and lows. This can be done with any field
based data, such as gravity maps.

Typically, vector based geology information would also be combined over this algorithm.

Stereoscopic on screen viewing is particularly useful when viewing this type of data, as it
shows subtle magnetic structures very well.
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Radiometrics_over_Magnetics.alg

Similar to the Magnetics algorithm, except the Radiometrics channels of Potassium,
Thorium and Uranium are shown in color and draped over the magnetics as height.

Thisisuseful for correlating radiometrics information with magnetics.

Instead of using raw magnetics as the height, one or more of the common geophysical
filters such as upward continuations could be applied to the magnetics databeforeit is used
as height.

Roads_and_SPOT_over_DTM.alg

Both araster image (SPOT satelliteimagery) and a vector image are draped over DEM
datain this algorithm.

Any form of vector data, including dynamic links, can be draped over a 3D image.

For best results the resulting 3D view should be displayed as a hardcopy stereoscopic pair
rather than on-screen. Thisis because the vectors will be processed at hardcopy device
resolution (typically very high compared to onscreen), resulting in clearly visible vectors.
For on-screen viewing, the 3D image should be as high a resolution as possible.

Shaded_Digital_Terrain_Map.alg

Similar to the Digital_Terrain_Map algorithm, except the algorithm contains both aHeight
and an Intensity layer in addition to a Pseudocolor layer to provide color to the image.

The advantagein both alntensity Layer (which is sun-shaded from a specified azimuth and
elevation) and a Height layer is that the Intensity layer givesthe feeling of a‘sun’ from a
certain position relative to the image, regardless of the orientation of theimageina3D
viewer. In other words, the Height layer contains a 3D sun shading source that is fixed
relative to the viewer; the Intensity layer provides aform of sun shading that is fixed
relative to the image.

This shaded 3D technique can be useful for creating realistic looking images, especialy
when combined with satellite or airphoto imagery for the color for theimage. It isalso
handy when looking for structure - the Intensity layer would be shaded (using the sun
shading window for the algorithm) to highlight structure in the desired direction.

Sin_curve.alg

This generates atest 3D image, which isasine curve.
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The actual sineimage used is generated using aformulain avirtual dataset, andis an
example of how to generate test datafor research purposes.

SPOT_over_DTM.alg

Thisisadrape of SPOT Panchromatic (1 band) satellite imagery over aDEM. It gives
good results for regiona examination of an area.

The SPOT image could be combined with other imagery, for example Landsat imagery or a
classified image, to draw attention to areasin color.

3D_multi_surface
DEM_SPOT_2_Surface.alg

Oil_and_Gas_Seismic_TWT.alg

This agorithm combines Pseudocolor and Intensity layers of the time data. The
illumination (shading) can be edited.

Example Image: examples\Shared_Data\L andmark_Seismic_Horizon

This image combines the illumination (greyscale) with a color layer of the time data. This
type of display significantly enhances the structura contours by emphasising the main
structural blocks.

Radiometric_Magnetics_Correlation.alg

Airphoto_Turorial

This directory contains the image data files required for the Airphoto Tutorial
introduced in ER Mapper 6.2.

Class_Interactive_Compute

These algorithms demonstrate how the powerful ER Mapper formula capability can help
you implement compl ete classification techniques using a gorithms. Normally you would
use Unsupervised and Supervised Classification within ER Mapper, which provide
complete classification capabilities.

The following algorithms are useful for research into new classification techniques, and for
conditional processing; for example, drawing on additional information as part of the
classification process.

336 ER Mapper Applications



Chapter 27 Supplied Algorithms e Class_Interactive_Compute

Classification Compute (using Classification layers) can be used to compute
classifications. This should not be confused with displaying pre-computed classification
filesusing Class Display.

Compute_MaxLike_Landsat_TM_1985.alg

This algorithm demonstrates how you can implement complete classification techniques
using algorithms. Normally you would use Unsupervised and Supervised Classification
within ER Mapper, which provide complete classification capabilities.

In this algorithm Maximum Likelihood has been implemented using formulae, with one
layer in the algorithm for each class computed. Whenever ER Mapper processes an
agorithm with Classification layersit assigns a pixel to the class layer with the highest
number at that pixel.

Thisalgorithm could be enhanced to carry out more sophisticated processing. For example,
aDigital Elevation Model (DEM) could be added into the classification, or classification
could be carried out only within certain regions.

Compute_Vegetation_over_RGB_541.alg

This algorithm demonstrates how you can implement complete classification techniques
using algorithms. Normally you would use Unsupervised and Supervised Classification
within ER Mapper, which provide complete classification capabilities.

In this example the algorithm contains a Landsat TM image, with bands 5,4,1 displayed as
RGB. Over thisis a Classification Layer which computes a vegetation index. In addition to
computing the index, the Classification Layer has aconditional IF ... THEN ... ELSE
statement:

IF NDVI > 0.25 THEN 1 ELSE NULL

The classification only returns true (1) if the vegetation index is greater than 0.25,
indicating vigorous vegetation. Because the ELSE NULL statement causes any imagery
under the classification layer to show through, where thereis limited or no vegetation the
backdrop Landsat TM image shows through.

This algorithm demonstrates how interactive formula processing allows complex formula
to be devel oped and used for classification.

For example, if you had two Landsat TM images from different years and you wanted to
show vegetation decrease, you could do the following to create an image to show
vegetation decrease:;

Create an agorithm that computes the vegetation NDV| for the two years. There would be
two layersin this algorithm, one for each year. Each layer would refer to adifferent image.
Name thefirst layer NDVI_1993 and the second NDVI_1994 (or whatever the years are).

Delete the final transform, to ensure that the dataiis not rescaled to 0..255.
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» Loadthe Compute Vegetation over RGB_541.alg algorithm, and changethe algorithm so
the RGB backdrop layers show whatever image you want as a backdrop; perhaps one of the
Landsat images.

» Loadyour previously saved NDV | agorithm into the Classification Layer of the algorithm
(ER Mapper can load algorithms as well as images as input images for algorithms). Make
sureyou press Apply - This Layer Only to only load it into the Classification layer.

» Change the generic formulain the Classification layer to something like the following:
IFil>0.25 ANDi2 < 0.25 THEN 1 ELSE NULL

» After mapping year one NDVI into |1, and year two NDV 1 into 12, the specific formulawill
look like:

I F NDVI _1993 > 0.25 AND NDVI _1994 < 0.25 THEN 1 ELSE NULL

In this example, we have decided to show aresult if (a) the 1993 NDVI shows strong
vegetation (NDVI_1993 > 0.25) and (b) the 1994 NDV| had a lower vegetation index that
this(NDVI_1994 < 0.25). This modification shows vegetation only where it had decreased
between 1993 and 1994.

Classification

ISOCLASS_Landsat_TM_year_1985.alg

This showsthedisplay of classified data (using Supervised or Unsupervised Classification)
asalayer of an agorithm.

Note: Before displaying classified images, you should make sure that the class colors are correct.

This agorithm is the most simple form of display, showing just the classified image.
M ore sophisticated algorithms can be built, for example:
Put raster imagery behind the classified data as a backdrop

Class Display layers are shown on top of raster layers, but under vector and dynamic link
layers. If you only wish to show some classes, or show classes for some regions, you can
put araster image under the image as a backdrop.

Selective display of classes

Usethe formulain a Class Display layer to only show some layers, for example:
IF inputl !'=5 and inputl !'= 7 THEN i nputl ELSE NULL
In this case, the classes would be displayed only if they are not classes 5 or 7.

Clean up the classified data
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Note: You can insert aranking filter, such as adaptive median, to remove small areas of classes.
You must use aformulathat does not reprocess the datainto non-integer results, so
smoothing filters (for example Average) should not be used.

Ranking filters replace the value with one of the other valuesin the neighbourhood, so can
be used for cleanup.

Note: Although a*“cleaner” classified image might look better, it is technically inaccurate
compared to the original data. However, it is sometimes useful to clean up aclassified
image before running raster to vector conversion, as otherwise alot of small polygons can
be generated. Also consider enhanced classifiers.

Show classes only in regions

Use the INREGION() function in formulae to only show classes within regions. For
example:

IF inregion(rl) and not inregion(r2) THEN i nputl ELSE NULL

Classification_Display

ISOCLASS_classification.alg

This dgorithm uses the INREGION() function in formulae to only show classes within
regions. For example:

IF inregion(rl) and not inregion(r2) THEN inputl ELSE NULL

Contours

This directory has the following algorithms that demonstratge the use of contoursin
images:

e contours auto_range.ag

e contours fancy.alg

e contours labels.alg

» contours line_styles.alg

* contours multi_color.alg

e contours thick_lines.alg
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Data_Fusion

Note:

Datafusion is the combination of multiple types of datainto asingle view. For example,
sharpening a Landsat TM image with a SPOT Panchromatic image is data fusion. The
following a gorithms give examples of different types of data fusion.

Brovey_Transform.alg

The Brovey transform is a method to fuse different data together using oneimage; for
example Landsat TM for spectral or color information, and the other image for spatial or
sharpness. The technique gives very good results for Landsat TM / SPOT Panchromatic
merges, resulting in a better image than a conventional HSI transformation.

The Brovey transform can be applied to any type of data.
When applied to Landsat TM / SPOT Panchromatic, the formulaused is as follows:

RED: B5 / (B2 + B4 + B5) * SPOT
GREEN: B4 / (B2 + B4 + B5) * SPOT
BLUE: B2 / (B2 + B4 + B5) * SPOT

Asthisformulareguires input from multiple images, avirtual dataset containing the seven
Landsat TM bands and the 1 SPOT Panchromatic band is used as input.

The normal stepsto create a Brovey Transform image are:

Create a algorithm, or a virtual dataset, containing the bands from the Landsat TM
and the SPOT Pan image

Thereis a Template agorithm that can be used. Save this algorithm (or virtual dataset).
Load the Brovey_Transform algorithm
Change the input image to your new image

The Brovey Transform does a particularly good job of highlighting water in a natural
fashion, and showing land in a natural looking image.

You can further sharpen thisimage by applying sharpening filters to the SPOT Pan.

You do not have to grid the Landsat TM and SPOT into similar cell sizes - ER Mapper
merges images of different cell resolutions. The virtual dataset that gives acombined view
into the Landsat TM and SPOT Pan is an abstracted view of the images - it does not store
an intermediate image.
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Brovey_Transform_SPOT_XS_and_Pan.alg

The Brovey transform is a method to fuse different data together using one image. For
example SPOT XS for the spectral or color information, and the other image for spatial or
sharpness. The technique gives very good results for SPOT XS/ SPOT Panchromatic
merges, resulting in a better image that a conventional HSI transformation.

The Brovey transform can be applied to any types of data.
When applied to SPOT XS/ SPOT Panchromatic, the formulais as follows:

RED: B3 / (B1 + B2 + B3) * SPOT Pan
GREEN: B2 / (Bl + B2 + B3) * SPOT Pan
BLUE: Bl / (Bl + B2 + B3) * SPOT Pan

Asthisformularequires input from multiple images, avirtual dataset containing the 3
SPOT XS bands and the 1 SPOT Panchromatic band is used as input.

The normal stepsto create a Brovey Transform image are to:

Create a algorithm, or a virtual dataset, containing the bands from the SPOT XS
and the SPOT Pan image.

Thereis a Template agorithm that can be used. Save this algorithm (or virtual dataset).
Load this Brovey_Transform algorithm
Change the input image to your new image

The Brovey Transform does a particularly good job of highlighting water in a natural
fashion and showing land in a natural 1ooking image.

You can further sharpen thisimage by applying sharpening filters to the SPOT Pan input.

You do not have to grid the SPOT XS and SPOT Pan into similar cell sizes - ER Mapper
handles merging images of different cell resolutions. The virtual dataset that gives a
combined view into the SPOT XS and SPOT Pan is an abstracted view into the images - it
does not store an intermediate image.

Landsat_TM_and_SPOT_Pan_IHS_merge.alg

This algorithm carries out a conventional IHS (HSI) merge of Landsat TM and SPOT
Panchromatic. There are three layersin this algorithm: Hue, Saturation and Intensity. The
Hue and Saturation layers have formulae in the layers to compute Hue and Saturation using
three selected bands from a Landsat TM image. The Intensity layer is simply the SPOT
Panchromatic.
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The RGB based Landsat TM bands are converted into Hue and Saturation; Intensity uses
the SPOT Pan image. ER Mapper automatically converts Hue, Saturation, Intensity layers
back into RGB color space when displaying them, so you do not need to manually carry
out this step.

The result is an image containing the color information from Landsat TM and sharpness
from SPOT Panchromatic.

This general concept can be applied to any algorithm where one image has color
information and the other has spatial information.

Note: Hue, Saturation and Intensity can be modified in real time using the Transformation dialog
box.

To use this agorithm with your own data:

Load the algorithm
Change the input images (Landsat TM and SPOT Pan) to reflect your own data.

Landsat_TM_and_SPOT_Pan_RGBIl.alg

Thisalgorithm does an RGB -> HSI -> RGB merge of Landsat TM and SPOT Pan. Similar
tothe Landsat_TM_and_SPOT_Pan_IHS merge agorithm, except ER Mapper
automatically converts to and from HSI color space.

The RGB datafrom Landsat TM is converted into HSI space, the Intensity is replaced with
the SPOT Panchromatic image, and the result is converted back to RGB space.

As SPOT Panchromatic has a higher spatial resolution than Landsat TM (10 meters versus
30 meters), the result is an image that is sharper and contains more spatial detail such as
roads.

Wherethe Landsat TM_and _SPOT_Pan_IHS merge algorithm enables you to change
Hue, Saturation and Intensity in real time, this agorithm enables you to change Red,
Green, Blue and Intensity in real time. Use whichever algorithm is more appropriate.

Note: If thisalgorithm isviewed using an ER Mapper 3-D viewers or printed using ER Mapper
hardcopy stereo, the Intensity layer isused for height.
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Radiometrics_and_Magnetics_RGBI.alg

Thisalgorithm doesan RGB -> HS| -> RGB merge of Radiometrics (Potassium, Uranium,
Thorium) and airborne Magnetics. Similar to the

Landsat TM_and SPOT_Pan_IHS merge algorithm, except ER Mapper automatically
converts to and from HSI color space.

The RGB data from the Radiometrics image is converted into HSI space, the Intensity is
replaced with the Magneticsimage, and the result is converted back to RGB space. Asthe
Magneticsimageis field strength data, it is sun-shaded to highlight structure.

This demonstrates how to integrate two very different types of datainto asingle image that
is still easy to understand. The color information comes from the Radiometrics, and the
intensity comes from the shaded Magnetics.

Wherethe Landsat. TM_and SPOT_Pan_IHS merge agorithm enables you to change
Hue, Saturation and Intensity in real time, this algorithm enables you to change Red,
Green, Blue and Intensity in real time. Use whichever algorithm is more appropriate.

You can aso change the Sun Shading position in real timein this agorithm.

If thisalgorithm is viewed using an ER Mapper 3-D viewers or printed using ER Mapper
hardcopy stereo, the Intensity layer is used for height. This makesit easy to use this
algorithm for 3-D output.

Sharpen_TM_with_Pan.alg

Thisisthe Brovey transform under a different name. Refer to the Brovey_Transform
algorithm for full details.

SPOT_XS_and_SPOT_Pan_RGBIl.alg

This @ gorithm doesa RGB -> HS| -> RGB merge of SPOT XS and SPOT Pan. Similar to
theLandsat_TM_and_SPOT_Pan_IHS merge algorithm, except ER Mapper
automatically converts to and from HSI color space.

The RGB datafrom SPOT XSis converted into HSI space, the Intensity is replaced with
the SPOT Panchromatic image, and the result is converted back to RGB space.

As SPOT Panchromatic has a higher spatial resolution than SPOT XS (10 meters versus 20
meters), theresult is an image that is sharper and contains more spatial detail such as roads.

Wherethe Landsat TM_and SPOT_Pan_IHS merge algorithm enables you to change
Hue, Saturation and Intensity in real time, this agorithm enables you to change Red,
Green, Blue and Intensity in real time. Use whichever algorithm is more appropriate.
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Note: If thisalgorithm isviewed using an ER Mapper 3-D viewers or printed using ER Mapper
hardcopy stereo, the Intensity layer is used for height. This makesit easy to use this
agorithm for 3-D output.

Transparent_Airphoto_and_Landsat_TM_321.alg

This algorithm shows an airphoto overlaid onto a Landsat satellite color composite image.
The airphoto has been made partially transparent.

There are two surfaces in this agorithm. The top surface is a Red Green Blue color
composite airphoto. The bottom surfaceis a Landsat TM satellite image, with satellite
bands 3, 2 and 1 in the Red, Green and Blue channels respectively. Smoothing has been set
on the Landsat image.

To achieve the transparency of the airphoto, the transparency value of the airphoto surface
has been set to 65%. The transparency of the airphoto can be varied at will from 0%
(opague) to 100% (totally transparent) using the Transparency slider on the Surface tab for
the airphoto surface, in the Algorithm window.

Data_Mosaic

Interactive_mosaic_of_4_datasets.alg

This shows the interactive mosaic capability of ER Mapper. When there is more than one
layer of the same type (for example Red or Pseudocolor layers) in an algorithm, those
layers are automatically mosaiced together. Theimages do not have to cover the same area,
and do not have to have the same cell resolution.

This @ gorithm merges 4 different images - Landsat TM, SPOT XS, SPOT Pan and an
airphoto - together into a single image.

Note: Each image has a different resolution.

Virtual_Dataset_mosaic.alg

This algorithm demonstrates how to treat multiple images as a single image for the
purposes of mosaicing. The Interactive_mosaic_of_4 datasets algorithm has been saved as
avirtual dataset. No datais stored - only the algorithm describing how to recreate the data.

The virtual dataset has been used as input into this algorithm.
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Note: It appears that the virtual dataset only has one band of data, which in fact is built up from

four separate input images.

For example, this enables a transformation to be applied that affects al the input data,
rather than just one of the images.

Dynamic_Links

Fft

ER Mapper has the powerful ability to dynamically link with externa systems. For
example, an Oracle dynamic link might run an SQL query through an Oracle based DBMS,
extract the results, then display the resultsin a graphical format.

Dynamic links are fully documented user extendable open standards. A wide range of
dynamic links are included as part of ER Mapper; more are continually being added.

Symboils.alg
This algorithm demonstrates the use of the Tabular Data -> Symbols dynamic link.

Tabular_Data_as_Circles.alg

A simple dynamic link demonstrating taking atable of data, in this case geochemical assay
values, and displaying it over imagery with the table of data shown as circles - the larger
the circle, the greater the assay value.

Truecolor_Color_Spiral.alg

A dynamic link demonstrating generating truecolor (24 bit color) PostScript asalayer over
imagery. Any PostScript based output can be used as adynamic link.

User_Example_Dynamic_Link.alg

An example dynamic link documented in the Customizing ER Mapper manual.

FFT_Highpass_Power_Spectrum.alg

Thisagorithm applies a high-pass power spectrum to an FFT image. Thisagorithm can be
run through the FFT inverse to highpass filter an image in the frequency domain.
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FFT_Lowpass_Power_Spectrum.alg

This agorithm applies alow-pass power spectrum to an FFT image. This agorithm can be
run through the FFT inverse to lowpass filter an image in the frequency domain.

FFT_Notch_Power_Spectrum.alg

This dgorithm applies a notch filter power spectrum to an FFT image. This algorithm can
be run through the FFT inverse to notch filter an image in the frequency domain.

FFT_Power_Spectrum.alg

This agorithm applies a power spectrum to an FFT image. It can be used to view an FFT
image.

Input_Image.alg

This algorithm shows the input image used in these FFT examples, prior to FFT
processing.

Output_Image_Highpass.alg
Shows the sample image after a highpass filter has been applied using FFTs.

Output_Image_Lowpass.alg
Shows the sample image after alowpass filter has been applied using FFTs.

Output_Image_Notch.alg
Shows the sample image after a notch filter has been applied using FFTs.

Geocoding
This directory contains algorithms with geocoded and non-geocoded images:
* ARC_INFO_vectors warped.ag
e Landsat MSS not warped.alg
e Landsat MSS over SPOT_Pan warped.alg
e Landsat MSS warped.alg
e SPOT_Pan warped.alg
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Gridding

Contains example input sources and output gridded images to demonstrate the ER Mapper
Gridding Wizard

HSI_Transforms

Note:

Landsat_TM_and_SPOT_Pan_IHS_merge.alg

This agorithm carries out a conventional IHS (HSI) merge of Landsat TM and SPOT
Panchromatic. There are three layers in this algorithm: Hue, Saturation and Intensity. The
Hue and Saturation layers have formulae in thelayers to compute Hue and Saturation using
three selected bands from a Landsat TM image. The Intensity layer is simply the SPOT
Panchromatic.

The RGB based Landsat TM bands are converted into Hue and Saturation; Intensity uses
the SPOT Pan image. ER Mapper automatically converts Hue, Saturation, Intensity layers
back into RGB color space when displaying them, so you do not need to manually carry
out this step.

The result is an image containing the color information from Landsat TM and sharpness
from SPOT Panchromatic.

This general concept can be applied to any algorithm where one image has color
information and the other has spatial information.

Hue, Saturation and Intensity can be modified in real time using the Transformation dialog
box.

To use this agorithm with your own data:

Load the algorithm
Change the input images (Landsat TM and SPOT Pan) to reflect your own data.

RGB_to_HSI_to_RGB.alg

A generic RGB to HSI to RGB colorspace algorithm. This agorithm hasthree layers (Hue,
Saturation and Intensity), which are computed from the three bands selected to use as
RGB. Asthelayersarein HSI color space, you can transform these in real time using the
layer transforms. ER Mapper automatically converts HSI layersinto RGB for final display.

Language_Specific_Links

Korean_Australia.alg
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» Korean Australiakor

» Korean_San_Diego.dg
» Korean_San_Diego.kor
« Korean Text.ag

« Korean Text.kor

Map_Obijects
Example_3D_Map_ltems.alg

Example_Fonts.alg

Shows some of the fonts available in map composition.

Example_Grids.alg

Shows some of the ways that map grids (Easting Northing and L atitude Longitude) can be
generated.

Example_Map_ltems.alg

Some of the map composition items available.

Example_Map_Symbols_*.alg
Displays the map symbols defined by the numbers.

Example_North_Arrows.alg
Some of the North Arrows supplied as standard map objects.

Example_Scale_Bars.alg
Some of the Scale Bars supplied as standard map objects.
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Example_Symboils.alg

Example_Text.alg

Some of the fonts - including multiple language support - available in map composition.

Example_Titles.alg
Shows different styles of text that can be used for map titles.

Example_Z_Scales.alg

Shows some of the Z-scales (image values) available such astriangles, color strips,
greyscae strips, HSI triangles, and so on.

Fonts.alg
Displays alist of the fonts supported.

Map_Production
These demonstrate the use of map composition within ER Mapper.

Complex_San_Diego_Map.alg

A complete map which includes items such as multiple fonts, rotated text, embedded
algorithms for legends, auto generated scale bars, Z-values and grids, clipped regions, and
dynamic links to external vector formats.

Landsat_TM_With_simple_grid.alg
A simple example of Landsat TM imagery with an EN grid.

Map_Symbols_In_Use.alg

Thisalgorithmisa “natural’ color scene comprising TM bands 3-2-1 (approximately equal
to red-green-blue visible light) imaged in the red-green-blue computer monitor guns
respectively. An Annotation layer containing a number of map symbols is super-imposed
onit.
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Note:

Newcastle_Magnetics_Map.alg

Simple example of amap of airborne magnetics data (colordraped), with vector data,
dynamic links to external tabular data, and map composition objects on the map.

Simple_San_Diego_Map.alg

A very simple map showing two types of raster data (Landsat TM and an Airphoto), with a
simple map composition created over the imagery.

Map_Legends

These algorithms are used as part of maps (see Map_Production). In other words, they are
included as legends within maps.

Any agorithm can be used as a map legend item.

Legend San Diego_Balboa Park.alg
Legend_San Diego Brovey Thumb.alg
Legend_San Diego_Downtown.alg
Legend_San Diego_Drainage.dg
Legend San Diego ISOCLASS.ag
Legend _San Diego_Roads.alg

Legend San Diego_Vectors.dg

Radar

Contains algorithms highlighting ER Mapper’s radar functionality.

Regions

SPOT_Pan_in_Regions.alg

ER Mapper can attach vector based polygon regions to raster images. These regions can be
used for statistics calculations, classification, or selecting raster data within regions.

This algorithm uses the “INREGION()” formula function to show raster imagery only
within certain regions.

Full conditional logic can be used, for example:
IF inregion(rl) AND NOT inregion(r2) THEN .....
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Map region variables (r1, region2, etc.) into actua regions using the formula editor.

SPOT_Pan_in_Regions_over_Landsat_TM.alg

ER Mapper can attach vector based polygon regions to raster images. These regions can be
used for statistics calculations, classification, and selecting raster data within regions.

The“INREGION()” function in formulae can be used to show raster imagery only within
certain regions.

Thisalgorithm uses this function to show SPOT Panchromatic imagery (10 meter cell size)
within certain parts of the image, and show this over the top of Landsat TM imagery (30
meter resolution).

Because both layers are Pseudocol or, ER Mapper automatically mosaics these two layers.
Change the layers to Red and Green to see the example with the Landsat TM and SPOT
Panchromatic imagery in different colors to highlight the interactive INREGION()
processing carried out.

Spatial_Filters

Adaptive_Median_noise_removal.alg
The Adaptive Median ftiler is a high speed median filter that preserves edges.

ER Mapper Applications 351



Chapter 27 Supplied Algorithms e Spatial_Filters

Note:

Three median filters are generated:
#1.

X - X

- X -

X - X

#2:

- X -

And then the median is taken from these three medians.

Aspect.alg

This algorithm demonstrates the use of the Aspect filter, which calculates the aspect or
direction of slope for a DEM. The numbers output from the Aspect filter range from 0 to
361. Zero indicates a north facing slope, 90 indicates an east facing slope, and so on. The
special number 361 is used to indicate areas that are perfectly flat (for example, water)
with no aspect for the slope.

Although Aspect is useful by itself, acommon useisto use formulato select only slopes
facing a certain direction. For example, the following formula would only show slopes
within 10 degrees of south:

IF inputl >=170 AND i nputl <= 190 THEN 1 ELSE NULL

For this formulato work, input1 should be mapped to aDTM, and the input layer should
have an Aspect filter applied prior to the formula.

Average.alg

Thisfilter takes an average of the cellsin thefilter box. Theresult isablurring, or
averaging, of theimage.
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Brightest_Pixel.alg

Deviation.alg

Thisfilter computes the mean for the box filter area, and then returns the deviation of the
center pixel from this mean. In other words, it reports how different the pixel is from the
neighboring pixels.

Thisfilter can be used to highlight structure, to remove noise, and to enhance edgesin an
image.

Edge_highlight.alg

Thisfilter is an edge enhancement filter. This particular example highlights edges from the
North East. Increasing the size of thefilter (this example is 3x3) will highlight only major
structures and edges.

Edge_sharpen.alg

This 3x3 Edge sharpening filter enhances edges in the image. It can often be used to
highlight roads. If thisfilter is added back into the original image (using aformula of
INPUT1+INPUT2) where INPUT1 isthe original image, INPUT2 is the image with the
edge sharpen filter added, it has the effect of enhancing edgesin the image.

The edge sharpening filter is often known as a Laplacian filter

Ford.alg

Thisfilter enhanced high frequency data, such as road networks. An idedl filter for
highlighting urban infrastructure

Gaussian_avg_std_dev_1.0.alg

Thisfilter applies a Gaussian average to theimage, in this case with a standard deviation of
1.0 (other standard deviations may also be used).

Thiswill blur an image. Unlike a standard box averagefilter,

thisfilter has acircular rolloff, and so provides a more natural averaging. Subtracting this
average from the original image will result in showing high frequency changes - typically
structure.
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Note:

Gaussian_removed.alg

Demonstrates the use of a gaussian filter to show high frequency structure (for example
roads or coastlines) in an image by subtracting the gaussian average filter from the original
data. The formulain thisalgorithmiis:

I NPUT1 - | NPUT2

Inputl isthe original data, and Input2 isthe original datawith agaussian filter inserted
before the formula.

Highlight_structure.alg

Highlights structure by running two Brightest Cell ranking filtersin sequence then a
gaussian filter, and subtracting all of this from the original data.

Median_noise_removal.alg

Appliesamedian filter to remove noise from an image. Thisfilter has been implemented as
a C function, which is dynamically linked into ER Mapper during agorithm execution.

Laplacian.alg
Magjority.ag
Sharpen_11x11.alg
Sharpen_3x3.alg

Slope_degrees.alg

This algorithm demonstrates the use of the Sope filter, which calcul ates the slope, or
steepness, for aDTM. The numbers output from the Sope_Degrees filter range from 0 to
90. Oindicates aflat area, with no slope; 90 indicates a vertical slope.

Although slope is useful by itself, acommon use isto use formulato select only slopes
with amaximum grade. For example, the following formula would only show slopes with
less than 5 degrees of slope:

IF inputl <= 5 THEN i nput1l ELSE NULL

For thisformulato work, inputl should be mapped to aDTM, and the input layer should
have a Slope_degrees filter applied prior to the formula.
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Sobel.alg

Vectors_and_Imagery

Vectors_from_Airphoto.alg

Shows an airphoto as an RGB image with vectors digitized on-screen from the airphoto as
avector layer. These vectors can be edited by clicking on the annotation toolbar icon.

Vectors_over_SPOT_Pan.alg

Shows vectors imported from USGS DL G-3 format over SPOT Panchromatic imagery.
The vectors were the original data used to geocode the raster imagery in these examples.
Zooming in to the vector data reveals inaccurate and incompl ete data for many new areas.
This vector data can be updated by clicking on the annotation toolbar icon.

Virtual Datasets
The following algorithms demonstrate the use of virtual dataset.

Landsat_TM_Cloud_and_Water.alg

Thisalgorithm uses avirtual dataset which has*cloud’ and ‘water’ layers - true/false layers
which return true if apixel iswater or cloud.

The algorithm uses this virtual dataset to classify an image to show water and cloud.
Where there is no water and no cloud, the origina imagery is shown as an RGB image.

Landsat_TM_Cloud_removal.alg

Demonstrates the use of virtual datasets to remove cloud. The algorithm uses two Landsat
images, one with cloud, and one with no cloud. The image with cloud has the following
formulafor each layer:

IF 1S CLOUD THEN NULL ELSE | NPUT1

Thisformulawill result in ‘null’ datawhere there is cloud. The other Landsat imageis
shown under the cloudy image, so it shines through where thereis cloud in the first image.

This algorithm is intended as an example to show how to remove cloud from images, and
fuse multiple images together to end up with a cloud free view of an area.
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Note: Theformula used to decide if cloud is present considered ‘ see through’ cloud to be
acceptable. This formula can be changed to be more stringent in rejecting cells that are
partialy cloudy.

Miscellaneous/Templates

Common

These are common processing or display algorithms. A typical useisto load the algorithm
and change the image to your own data.

Classified_data.alg

Displays a classified image. Thisisthe same as starting with a new algorithm and image
window, adding a Class Display layer, and loading your classified image into the layer.

Color_coded_intervals.alg

An agorithm to take data (such as DTM or Magnetics), and color code the data based on
intervals. For example, show all datain the range of 0 to 20 as Blue, datafrom 21 to 40 as
Green, 41 to 60 as Yellow, and so on.

Uses Classification layers with aformulain the layer to generate the intervals.

HSI_to_RGB.alg

Takesdatain HSI color space and convertsit to RGB space. You would not normally need
to do this - asimpler way isto just have Hue, Saturation and Intensity layersin your
algorithm. ER Mapper will automatically convert these to RGB when displaying the
results.

This agorithm isonly realy useful if you have datain HSI space, but want to modify the
transformsin RGB space (using HSI layers would mean that you would modify the datain
HSI space, which iswhat you normally want to do).

HSI_to_RGB_usercode.alg

Uses usercode formulas to convert datafrom HSI componentsto RGB components. Thisis
not normally necessary in ER Mapper, but can be useful for example for saving an HSI-
enhanced image as red-green-blue image bands for transfer to another system.
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RGB.alg
Displays data as RGB.

RGB_autoscale.alg

Autoscales data as an RGB image using statistics from the image to compute an autoscale
factor.

Itissimpler to use anormal RGB image, and click on Refresh Image with 99% clip

on limits |;| to scd e the data

RGB_BCET_autoscale.alg
Autoscales data as an RGB image, using the BCET function.

It issimpler to use anormal RGB image, and click on Refresh Image with 99% clip

on limits | 2| to scale the data.

RGB_to_HSI_to_RGB.alg

Takes RGB data and computes HSI. The datais shown in the algorithm as Hue, Saturation
and Intensity layers.

Thisis useful if you have RGB based data but want to enhance it in HSI color space.

Single_Band_Greyscale.alg
A one layer algorithm that displays the image as Greyscale.

Dataset_Output

These algorithms will replicate input data. They are used when creating output images that
have been processed in some way. These algorithms do not have final transformsto ensure
the dataiis not modified.

Landsat_MSS.alg

An agorithm set up with as many layersas exist in Landsat MSS data. Each layer has been
named in accordance with the normal naming for this data. There are no final transforms
on the layers.
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FFT

Landsat_TM.alg

An agorithm set up with as many layers as exist in Landsat TM data. Each layer has been
named in accordance with the normal naming for this data. There are no final transforms
on the layers.

Landsat_TM_scan_line_noise_removal.alg

An algorithm set up to generate scan line noise removed TM imagery.

SPOT_Pan.alg

An algorithm set up with as many layers as exist in SPOT Pan data (one layer). The layer
has been named in accordance with the normal naming for this data. Thereis no final
transforms on the layer.

SPOT_XS.alg

An algorithm set up with as many layers as exist in SPOT XS data (3 bands). Each layer
has been named in accordance with the normal naming for this data. There are no final
transforms on the layers.

First_Vertical_Deriv.alg

First_Vertical_Deriv_Power_Spectrum.alg

Highpass_Filter.alg
A template algorithm used to generate highpass filtered FFT imagery.

Lowpass_Filter.alg
A template algorithm used to generate lowpass filtered FFT imagery.

Notch_Filter.alg
A template algorithm used to generate notch filtered FFT imagery.
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Reduce_to_Pole.alg

Reduce_to_Pole_Power_Spectrum.alg

Second_Vertical_Deriv.alg

Second_Vertical_Deriv_Power_Spectrum.alg

Vector_Deriv.alg

Vector_Deriv_Power_Spectrum.alg

Vector_Field.alg

Vector_Field_Power_Spectrum.alg

Vertical_Continuation.alg
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Vertical_Continuation_Power_Spectrum.alg

Virtual_Datasets

These algorithms are used to generate virtual datasets; these are processed versions of data.
For example, avirtual dataset might be used to create an 8 band virtual dataset containing
the 7 Landsat TM bands and the 1 SPOT Pan band, giving in effect a virtual 8 band 10
meter resolution image.

Typical usefor these algorithmsisto load the algorithm, change the layers to reflect your
own data, then save the resultant algorithm as a virtual dataset or as another agorithm.

DEM_Height_Slope_Aspect.alg

For aDEM (DTM) elevation image, this algorithm generates a three layer view into the
data:

* Height - the origina height datain the DTM
» Agspect - direction of slopeinthe DTM
» Slope - the steepness of dopeinthe DTM

A virtual dataset (or algorithm) created using this template can be used in conditional
formula; for example to only show areas with a certain slope and aspect.

Landsat_TM_and_SPOT_Pan.alg

An eight band algorithm that contains 7 layers used to input Landsat TM data, and one
band used to input SPOT Pan data.

This @ gorithm is used asinput into other algorithms that require access to both Landsat
and SPOT datawithin asingle formula - the Brovey transform is an example.

Landsat_TM_PC1-6_HistEq.alg
Gives a histogram equalized view into PCs 1 to 6 for Landsat TM.

Landsat_TM_transformations.alg

Landsat_TM_two_years.alg

A 14 band (layer) algorithm used when formula requiring input from two Landsat TM
images (such as for change detection) is required.
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LandVD_TM_transformations.alg

Magnetics_uc1_and_full.alg
Generates 1/2 and full upward continuations for Magnetics data.

Magnetics_uch_and_dch.alg
Magnetics_uch_and_full.alg
Magnetics_uch_full_and_dch.alg

RGB_to_HSl.alg
Takes RGB data and generates aview into the data that is HSI based.

Test_Patterns.alg
Generates various test patterns. Each test pattern is alayer (band) of the algorithm.

Miscellaneous/Test_Patierns

3D_Cube.alg

HSI_wheel.alg

Generates an HSI color wheel. Useful for balancing hardcopy output with screen colors.

3D_Julia_Fractals.alg

Demonstrates the use of a C based formulato compute the Juliafractal.

rgbcmyk_bands.alg

Generates an RGBCM YK color strip. Useful for balancing hardcopy output with screen
colors.
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Test_Patterns.alg

An agorithm demonstrating the use of avirtual dataset that generatestest patterns. Most of
these test patterns are created using formulawithin each layer of the virtual dataset. Thisis
useful for research purposes to test algorithms against specific test patterns.

The virtual dataset contains the following test pattern bands:

* Sinewave

e Linear Scale

* Checker board
» Crosshatch

» Diagonal triangles
* Random

The algorithm displays an addition of the Sine wave with Random, to result in asine
pattern with random variations.

Shared_Data

This directory, and those below it, contain common image datasets used by the example
algorithms.
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Supplied Filters

A filter (or kernel) is defined in ER Mapper to be an operation that processes a cell
based on the cells which are surrounding it in the spatial domain. Filters supported
are convolutions (e.g. average filters) and threshold filters (convolution with
threshold).

Filters are applied by choosing the Filter button from the process diagram in the
Algorithm dialog box for the current layer.

Filters are text files and are located in the kernel directory. Please refer to kernel
directory for details about a particular filter.

Aswell asthefilters provided with ER Mapper, it isimportant to note that it is
possible to use other types of filters. See Chapter 12, “Filter files (.ker)” in the
Customizing ER Mapper manual for more information on filter formats.

Some of the filters provided with ER Mapper are described bel ow.
DEM filters

aspect
Calculates aspect in degrees from North.

slope
Calculates the d.ope from 0 to 200%
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slope_degrees
Calculates the slope from 0 to 90 degrees.

Edge filters

Different

Thisfilter uses graphical convolution to highlight differences in contour
algorithms. Thefilter used is:

-1 -1 0

-1 3 0

0 0 0

Scale factor =1

Gradient_X

Thisfilter uses graphical convolution to highlight the gradient in the X direction.
Thefilter used is:

0 -1 1
Scale factor =1

Gradient_Y

Thisfilter uses graphical convolution to highlight the gradient in the Y direction.
Thefilter used is:

0
-1
1

Scalefactor = 1

Gaussian filters

std_dev_0.391
Standard deviation = 0.391
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std_dev_0.625
Standard deviation = 0.625

std_dev_1.0
Standard deviation = 1.0

std_dev_1.6
Standard deviation = 1.6

Geophysics filters

Frequency filters

These are derived pass filters at spectral wavelengths of approximately a multiple
of grid spacing. They are useful in some cases for removing surface noise from
aeromagnetic data.

high_pass 4. Thisfilter passes high frequency (low wavelength data with
wavelength less than or equal to approximately four times the grid spacing).
Removes low frequency data with wavelengths greater than 4 times the grid cell
size.

Used to remove deeper/broader (regiona) features allowing analysis of shallow/
narrower features.

low_pass_4. Removes high frequency data with wavelengths smaller than 4 times
the grid cell size. Used to remove shallow/narrower features allowing analysis of
deeper/broader (regional) features. High frequency data may be mostly noise
depending on wavelength so can be used to remove noise in some cases.

bandpass 3 5. Band pass filters remove wavel engths below a minimum

wavel ength and above a maximum wavel ength.In this case wavel engths longer than
5 grid cells and wavel engths shorter than 3 grid cellswill be removed. Another way
of stating the result is that wavelengths between 3 and 5 grid cells will remain for
analysis.

Used to enhance features of a particular wavelength ie.features from/with a
particular depth/width Used most commonly in the seismic business.
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Continuation filters

down_cont_1, down_cont_2, down_cont_half, downhalf. These are the only true
geophysical frequency filters for enhancing low or high frequency, deep or near
surface sources respectively.

Downward Continuation of potential field data such as gravity or magnetics. These
filters transform the data by shifting the point of observation down vertically. They
calculate what the field measured at one flight height (say 300m) would beiif it had
been measured at alower flight height (say 100m).

Thefilter values _1, 2, haf refer to the vertical continuation distance in numbers
of grid cells.

Downward Continuation is used to enhance near surface or high frequency features
in the data. Continuation should not be done below ground level as the agorithm
becomes unstable.

up_cont_1, up_cont_2, up_cont_half. Upward Continuation of potential field
data such as gravity or magnetics. These filters transform the data by shifting the
point of observation up vertically. They calculate what the field measured at one
height (say 2m i.e. ground survey) would be if it had been measured at a higher
flight height (say 100m).

Thefilter values _1, 2, half refer to the vertical continuation distance in numbers
of grid cells.

Upward Continuation is used to suppress near surface or high frequency featuresin
the data.lt can be useful for suppressing noise caused by magnetite/maghemitein
soilsin ground magnetic surveys.Median filters are a so effective for removing
noise spikes in these kinds of surveys.

Derivative filters

Horizontal and vertical first and second derivative filters are also in common use
for calculating gradients of magnetic and gravity fields.

Horizontal. The horizontal derivativeisthe rate of change of valuesin the
horizontal planei.e. from 1 pixel to the next. The ssimplefilter [-1,0,1] calculates an
EW horizontal derivative at the centre pixel by subtracting the two outside pixels
from each other.To calcul ate the true horizontal gradient it isnecessary to divide the
result by the horizontal distance between the two outside pixels (nt/metre).

Thisfilter isalso referred to as a NS edge detection filter.

Application of thisfilter to the result of the above will produce the EW 2nd
horizontal derivative ie.the gradient of the gradient.
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Vertical. Thefirst vertical derivative or vertical gradient is the rate of change of
valuesin the vertical planeie.height. Therefore avertical derivative can be roughly
simulated in ER Mapper using the difference between two continuation filters. For
instance a value upward continued to 100m minus a value upward continued to
200m will give the change in field per 100m vertically. Dividing by 100 will give
the vertical gradient (nt/metre).

These filters have been written up in the EMU USERS GROUP EMU Forum
Volume 2 issue 2. They are implemented as algorithms and use the virtual dataset
feature and are named Magnetics vds.ers and Magnetics_quarter_deriv.ag.

Second Derivative. The derivative filters supplied are from Henderson and Zeitz
(Fuller,1967). These filters are used for edge enhancement and crude sunangle
effects.

Residual
Residual filters highlight local anomal ous values.

Edge

Edge enhancement filters.
High pass averaging filters

Ford

Thisisaconvolution filter designed to enhance high-frequency detail of images. It isvery
useful for urban areas. For more information on the design of this filter, reference the
author's articlein:

Ford, G. E., V.R. Algazi, and D. |. Meyer, 1983. “A Noninteractive Procedure for
Land Use Determination,” Remote Sensing of Environment, Vol. 13, pp. 1-16.

Sharpedge

3x3 edge sharpen filter using the following array.
-1 -1 -1

-1 8 -1

-1 -1 -1

Scalefactor =1
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highpass_1x33

High pass (central minus filter window mean).

Sharpenll
11x11 high pass filter using the following array:

1 -1 -2 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -2 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -2 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -1 -1 -1241 -1 -1 -1 1 -1
1 -1 -2 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -2 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1
1 -1 -2 -1 -1 -1 -1 -1 -1 1 -1

Scale factor =121

Sharpen2

General edge sharpening filter using the following array:
-1 -1 -1

-1 14 -1

-1 -1 -1

Scale factor = 6

Low pass averaging filters

The low-pass averaging filters are used to smooth data noise and gridding artifacts.
For example, radiometric data may need an averaging filter before applying asun
anglefilter.

avgx

These averaging filters average each pixel based upon surrounding pixels. The ‘X’
in the filter name isthe dimension of the squarefilter. For example, ‘avg3.ker’ filter
isa3x 3 matrix. The larger the dimension of the filter the greater the smoothing
effect will be.
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1 1 1
1 1 1
1 1 1
Scale factor =9

Non-sguare filters have both dimensionsin their name, for example
‘avg_33x1l.ker'.

avg_diag

The diagonal average filter includes the four corner neighbor pixelsin the average:
1 0 1

0 1 0

1 0 1

Scalefactor=5

avg_hor

The horizontal average includes right and left neighbor pixelsin the average:
0 0 0

1 1 1

0 0 0

Scalefactor =3

avg_ver

The vertical average filter includes the pixels above and below:

0 1 0

0 1 0

0 1 0

Scalefactor =3

avg_h_v

Theavg_h v average filter includes the horizontal and vertical neighbors of the
pixel in the average.

0 1 0
1 1 1
0 1 0
Scale factor =5
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eps
The description of the "Edge Preserving Smoothing" filter can be found in:

Nagao, M. and T. Matsuyama. 1979. Edge Preserving Smoothing. Computer
Graphics and Image Processing, vol. 9, pp. 394-407.

Thisfilter usesa5 x 5 moving window. Within the window, it looksat a series of
"subwindows" (north, south, east, west, northeast, southeast, northwest, and

southwest). Ith then replaces the central pixel of the window with the mean of the
most homogeneous subwindow (that is, the subwindow with the lowest variance).

Ranking filters

adaptive_median_5x5

Thisisahigh-speed adaptive median filter; being three medians, then the median of
the three resullts.

brightest_pixel_5x5
Thisfilter returns the brightest pixel in the kernel

darkest_pixel_5x5
Thisfilter returns the darkest pixel in the kernel

deviation_3x3

Deviation filter

deviation_5x5

Deviation filter
maijority.ker
Thisfilter isused for smoothing classified images. It replacesthe one central pixel

with the mgjority class.

median_11x11

Thisfilter calcul ates median values
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median_3x3
Median filter

median_5x5
Median filter

SAR filters

adaptive_median_5x5

Thisisahigh-speed adaptive median filter; being three medians, then the median of
the three results. Thisfilter differs from the adaptive_median_5x5 Ranking filter in
that it is applied before the dataset is subsampled.

average_5x5

Thisis a5x3 averaging filter which uses the following array:

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
Scale factor = 25

median_5x5

This median filter is applied before any data subsampling takes place.

std_dev_0.625

ThisisaGuassian: Standard Deviation=0.625 filter which is applied before any
data subsampling takes place.

std_dev_1.6

ThisisaGuassian: Standard Deviation=0.625 filter which is applied before any
data subsampling takes place.
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frost

glecm_contrast_u

glem_dissimilar

glcm_entropy_u

glcm_homo_u

glcm_inv_moments_1_u

glcm_inv_moments_2_u

glcm_inv_moments_3_u

glem_max_prob_u

glcm_mean

glcm_moments_1_u

glcm_moments_2_u

372 ER Mapper Applications



Seismic

glcm_moments_3_u

glem_std_dev_u

glcm_uniform_u

lee

leek

lees

mif

mifk

mifs

sarsim_u

sigma_u

Easterly_dip

Chapter 28 Supplied Filters e Seismic

Thisfilter uses graphical convolution to highlight easterly dips.. Thefilter used is:

0 0 0
-1 0 1
0 0 0

Scalefactor = 1
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Hanning_3
The Hanning 3x3 filter used is:

.06 0.10 0.06
0.10 0.36 0.10
.06 0.10 0.06

Scale factor =1

Northerly_dip
Thisfilter uses graphical convolution to highlight northerly dips.. Thefilter used is:

0 1 0
0 0 0
0 -1 0
Scale factor =1

Standard Filters

Sobell

The Sobell 3x3 kernel filter used is:
1 2 1

0 0 0

-1 -2 -1

Scalefactor =1

Sobel2

The Sobell 3x3 kernel filter used is:
-1 0 1

-2 0 2

-1 0 1

Scalefactor = 1

374 ER Mapper Applications



Chapter 28 Supplied Filters e Standard Filters

darn
Thisfilter uses graphical convolution to highlight darn holes. Thefilter used is:

1 0 1 0 -1

0 2 2 2 0
1 2 8 2 -1

0 2 2 2 0
1 0 1 0 -1

Scale factor = 8

default

This as the default filter having a single cell with avalue of 1.

force_nosubs

This default filter forces no subsampling.

h_edge

Horizontal edge operation uses graphical convolution to highlight horizontal edges
(but not vertical ones). Thefilter used is:

-1 -1 -1
0 0 0

1 1 1
Scalefactor = 1
h_edge_5.ker

Horizontal edge operation uses graphical convolution to highlight horizontal edges
(but not vertical ones). Thefilter used is:

-1 -1 -1 -1 -1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 1 1 1 1
Scale factor = 1
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lap_clean.ker
The laplacian operation uses graphical convolution to highlight clean edges. The

filter used is:

-1 -1 -1
-1 17 -1
-1 -1 -1
Scale factor =9

laplacian.ker
The laplacian operation uses graphical convolution to highlight outline edges. The

filter used is:

-1 -1 -1
-1 8 -1
-1 -1 -1
Scale factor =1

laplacianb.ker
A 5x5 laplacian filter. The filter used is;

-1 -1 -1 -1 -1
-1 -1 -1 -1 -1

-1 -1 25 -1 -1

-1 -1 -1 -1 -1

-1 -1 -1 -1 -1

Scalefactor =1

low_freq

Low freguency filter highlights unchanging areas. The filter used is:
-1 -1 -1

-1 1 -1

-1 -1 -1
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sharpen

This operation uses graphical convolution to accentuate the differences between the
centre pixel and the surrounding ones.

-1 -1 -1
-1 9 -1
-1 -1 -1
Scalefactor = 1

thresh3.ker
A 3x3 averaging filter with athreshold = 5. Thefilter used is:

1 1 1

1 1 1

1 1 1

Scale factor =1

Threshold =5

threshb.ker

A 5x5 averaging filter with athreshold = 5. Thefilter used is:
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
Scale factor =1

Threshold =5

v_edge

Uses graphical convolution to highlight vertical edges (but not the horizontal ones).
Thefilter used is:

-1 0 1
-1 0 1
-1 -0 1
Scale factor = 1
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v_edge_5

Uses graphical convolution to highlight vertical edges (but not the horizontal ones).
Thefilter used is:

-1 0 0 0 1

-1 0 0 0 1

-1 0 0 0 1

-1 0 0 0 1

-1 0 0 0 1

Scalefactor =1

Sunangle Filters

East_West
3x3 East West sun filter using the following array:

-1 0 1
-1 0 1
-1 0 1

North_East

3x3 North East sun filter using the following array:
0 -1 -1

1 0 -1
1 1 0

North_South
3x3 North South sun filter using the following array:

-1 -1 -1
0 0 0
1 1 1
North_West
3x3 North Wast sun filter using the following array:
-1 -1 0
1 0 1
0 1 1
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North_West_5
5x5 North Wast sun filter using the following array:

0 0 -1 -1 0
0 -1 -1 0 1
-1 -1 0 1 1
-1 0 1 1 0
0 1 1 0 0
-1 -1 -1 -1 0
-1 -1 -1 0 1
-1 -1 0 1 1
-1 0 1 1 1
0 1 1 1 1
South_East

3x3 South East sun filter using the following array:
1 1 0

1 0 -1

0 -1 -1

South_North

Filters e Sunangle Filters

3x3 South North sun filter using the following array:

1 1 1

1 0 0

-1 -1 -1

South_West

3x3 South West sun filter using the following array:
0 1 1

-1 0 1

-1 -1 0

West_East

3x3 West East sun filter using the following array:
1 0 -1

1 0 -1

1 0 -1
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Usercode

average

Averaging filter writtenin C.

kernel.template
A template file for crating user defined C filters

local_enhance

Doesaloca histogram equalise on the data, accepting any range of input data and
outputting values between 0 and 255.

maijority

This kernel can be used for smoothing classified images. It cal culates the majority
class within the kernel window. If the class of the central cell is different from the
majority, it is changed to the majority. If thereis no mgjority classthe central cell is
left unchanged. Thisfilter istypically used for smoothing classified images. An
average filter isinappropriate because the values are just labels and have no
numerical relationship (the average of classes2 and 4 is not class 3!)

median
Median filter writtenin C

modefilt
The modefilter replaces apixel value by the mgjority valuein the kernel.

It isasuitablefilter to smooth a classification image as there is no numerical
calculation involved in the filtering.

rm2badli

Removes two bad lines using a conditional filter

rmbadlin

Removes bad lines using a conditional filter
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w_loc_me

Thisfilter adjusts the local mean values sto a given DN value (110) without
changing the local contrast. A user specified kernel (31*31 by default) isused to
calculate and adjust the local mean values. Square root distance to the central pixel
is used as the weight of the contribution of each neighbour pixel in order to reduce
the edge effects.

This technique can enhance the texture information of very bright and very dark
image areas. It is useful for analysing the textures of high contrast images.
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INndex

Numerics

2-D seismic data 145
3-D example agorithms 332
3-D perspective viewing 49
3-D seismic data 145
3-D seismic two-way-time horizons, displaying 26
3-D viewing 343
3-D flythrough 49
algorithm 325, 327
draping vectors 49
fallback modes 49
height layers 49
stereo 50, 334
sun shading 335
texture mapping 49
view position 49
3-D visualization 332

A

Abrams Ratios.alg 316

abstracted views into DEMs 54

abstracting data 52

accuracy and calibration of radiometric data 139
accuracy assessment of classifications 82, 93
acid rain 233, 240
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adaptive_median_5x5 filter 370, 371
Advanced Very High Resolution Radiometer 252
aerial photography 211, 212, 222, 228
aeromagnetic surveys 159
aeromagnetics 323, 343

algorithms 323

merging with radiometrics data 26

semi-automatic interpretation 159
AGC 136
agricultural development, application of remote sensing 218, 228
agriculture, application of classification 79
airborne electromagnetics data 123, 150
airborne radar 244
aircraft atitude 140
aircraft atitude effects 139
airphoto example algorithms 307
Airphoto_and Landsat TM_and Vectors.alg 308
Airphoto_with_roads.alg 309
Alaska, remote sensing applicationsin 238
albedo 317
albedo effects, eliminating with band ratios 100
algorithm examples

3-D 332

airphotos 307

ARCI/INFO 308

classification 336

data fusion or merging 340

digital elevation 309

dynamic links 345

FFT 345

geophysics 323, 324

gridding 347

Landsat MSS 313

Landsat TM 315

map composition 348

map legends 350

processing kernels 351

raster and vector integration 355

regions 350

seismic 327

SPOT Pan 330

SPOT XS 331

test patterns 355

virtual datasets 355
algorithm templates

common 356
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dataset output 357

FFT 358

virtual datasets 360
algorithms supplied with ER Mapper 303
alteration mapping 205
alteration zones 207

AML scripts, used to integrate data with ER Mapper 35

annotating images 137, 230, 308
annotation
editing cultural vector data 285
anomaly shape 138
ARC/INFO dataimporting and dynamic links 123
ARC/INFO example algorithms 308
ARC/INFO viewing 308
ARC/PLOT based dynamic link 308

ARC/PLOT scripts, used to integrate datain ER Mapper 35

Archaean 176

areainventory using classification 79

area specific stretch 318

argillyzed 207

arid areas, problems with vegetation indices 114

artifacts, errorsin DEMs 41

artifacts, from data levelling 138

ARVI vegetation index 110

aspect 310, 360

ASPECT filter 55

aspect filter 363

aspect from DEMs 52, 53

aspect, in firerisk 57

Aspect.alg 310, 352

atmospheric effects, eliminating 73

atmospheric noise 109

atmospherically resistant indices 110

Atmospherically Resistant VVegetation Index 110

attribute data
colordraping over two-way time structure 146
highlighting within aregion 33

attribute highlighting 24, 31

Australia_Colordrape.alg 311

AutoCAD 215

AutoCAD DXF, exporting to 286

automatic data fusion 22

average filter 380

average 5x5 filter 371

averaging filters 47, 368

avg_diag filter 369

Index
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avg_h v filter 369

avg_hor filter 369

avg_ver filter 369

AVHRR data 97, 240, 252
Azimuth 328

azimuth displays in seismic 146

backdrop images 24
Baltic Sea, remote sensing applicationsin 233
band ratios for detecting change 74
band ratios to eliminate albedo effects and shadows 100
bandpass 3 5filter 365
bands for showing vegetation 100
barley, classification of 219
bathymetry data 151
displaying 26
integration into ER Mapper 224
BCET 357
BIL (Binary Interleaved by Line) image file format 66
bio-optical algorithms 234
blaze 238
Boreal forest project 239
borehole depths 123
borehole locations 124
Bouguer density 148
brightest_pixel_5x5 filter 370
brightness 318, 322
Brightness layer 314
brightness of vegetation 315, 316
Brightness temperature values 255
Brovey transform 28, 331, 341
algorithm 31
RGBI datafusion 29
Brovey transform algorithm 340
Brovey_ Transform.alg 340
Brovey Transform SPOT_XS and_Pan.alg 341
byte order 66

C

C program for dynamic links 171
C/Fortran user code 136
Canada, remote sensing applicationsin 212
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carbonates 321
cartographic applications 211
Cdll Values Profile 230
centre pivot irrigation 218
centreline network updating 67
change detection 67
using band ratios 74
change image, creating 74
Charisma 2D XY Z ASCII grid import 268, 272
Charisma 3D Inline Xline XY Z ASCII grid import 268, 273
Checker board test pattern 362
chlorophyll 112, 323
chlorophyll concentration 235
classification
accuracy assessment 93
displaying results 92, 338
for crop yield estimation 219
for erosion, siltation and lake capacity monitoring 229
for irrigation requirements analysis 219
in forestry 240
maximum likelihood classifier 88
methodology 90
multispectral 81
of crop type 79
of firerisk 58
of geophysical data 143
of marine habitats 225
real-time 92
schema 83
typicality thresholds 91
unsupervised 92
using DEM data 59
weighting classes 91
classification example a gorithms 336
classification highlighting 34
Classification layers
used to highlight 32
classification techniques using algorithms 336
classification-height images 51
classified images
algorithm 356
comparing 33
merging with airphotos and satellite imagery 26
viewing in 3-D over aDEM 334
Classified_data.alg 356
clay 316

Index
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clay mineral-carbonate 316
clay types 142
Clay ratio.alg 316
cloud 355
cloud removal 241, 355
clouds, penetrating with radar 243
coasta habitat mapping 221
color and intensity, using to merge datasets 23
color highlighting 34
color perception 127
color strips 349
Color_coded_intervals.alg 356
colordrape images 51

algorithms 311, 325

for displaying DEMs 44

for displaying geophysical data 131

in 3-D viewing 334
Colordrape.alg 311
Colordrape_Greeness over_Brightness.alg 316
Colordrape NDVI_over_PCl.ag 316
Colordrape_shiny look.alg 311
colordraping

tips 299
Colordraping, using to view oil and gas data 297
Colorize_Regions Over_Greyscale.alg 330
combined geochemical data 156
combining data for what-if processing 52
combining data, see merging data
combining images 297
common algorithm templates 356
comparing results using normalised difference image 72
comparing two classified images 33
complex numbersin Fourier processing 202
Complex_San Diego Map.alg 349
Compute MaxLike Landsat TM_1985.alg 337
Compute Vegetation over RGB_541.alg 337
continuation filters 134
contours 125

generating a DEM from 40

of geophysical data 124

raster line generation 48, 312, 326
Contours_from_Raster.alg 312
convolution filter 377
copper 156
correcting SAR datawith DEMs 59
correlations between magnetics and radiometrics 324
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creating a change image 74
crop
canopy 85
condition 79
production 219
production monitoring 217
type classification 79
crop calendar considerations for classification 93
crop circles 218
crop discrimination 84
crop signatures 84
crop yield estimation 219
Cross hatch test pattern 362
Crosta technique 205
cubic convolution resampling 71
cultural vector data, updating in ER Mapper 285
Custom-built Dynamic Links 167
customizing forestry applications 239

D

darkest_pixel_5x5 filter 370
darn filter 375
data
enhancement 69
ERS-1 SAR imagery 243, 244
geophysical 124
satellite imagery 223, 252
scanned 223
smoothing 127
sources 68
storage considerations 170
two-way time 145
data currency 67
datafusion
formulas for 36
using color and intensity 24
using region highlighting 33
data gathering 212
dataintegration 211
bathymetry 224
geophysical 168
raster and vector 51
raster and vector algorithms 355
datainversion formulas 296

Index
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datalevelling artefacts 138
data merging
example agorithms 340
data mosaicing 22
formulas for 36
data. See also particular data types
dataset output algorithms 357
dataset resolution 22
datasets
creating different views for the same data 24
displaying with color and intensity 23
merging or fusing 21
decorrelation stretch 317
Decorreation_Stretch.alg 317
DEM_HEIGHT filter 55
DEM_Height_Slope Aspect.alg 360
demographics 214
DEMs 39
applications 42
aspect from 52
bounding with polygon regions 47, 54
combining with other data for classification 52
combining with other data for what-if processing 52
correcting SAR data with 59
creating 40
displaying and processing 41, 43
in 3-D viewing 334
integrating with other data 50
mosaicing 46
processing 51
range of height from 52, 53
selecting values within certain regions 52
slope 52
smoothing 47
sources and quality 40
steepness 52
using for classification 59
depression angle, of radar data (SAR) 244
depth estimates 162
derivative filters 366
detecting change 67
devel opment applications 212
deviation filters 370
DGN dataimport 123
diagonal average filter 369
Diagonal triangles test pattern 362
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Difference Vegetation Index 105
different filter 364
different views from the same data 24
digital elevation example algorithms 309
Digital Elevation Models 39
Digital Terrain 309

viewing in 3-D 333
Digital_Terrain_Map.alg 333
Dip 328
dip and azimuth displaysin seismic 146
dip comutation fromaDTM 312
Dip.alg 312
directional filters 133, 309
discrete transform in Fourier processing 201
disk space

minimizing with virtual datasets 54
display of transformsin Fourier processing 202
displaying and processing DEMs 41, 43
displaying classification results 92, 338
displaying images 82
down_cont filters 366
downward continuation filter 132, 366
drainage, remote sensing application 213
drill hole traces 175
drilling isopach maps 163
drilling programs 176
DTM datain 3-D 333
DV vegetation index 105
DXF data 64, 145
DXF dataimport and dynamic link 123
dye sublimation printer 80
dyke 161
dyke models 163
dynamic link construction 171
dynamic links example algorithms 345
dynamic links from multiple sources 62
dynamic linksto user code 149
dynamic links to vector dataand GIS 123

dynamic links, custom built to geology databases 167

dynamic operation within ER Mapper 172

E

East_ West filter 378
easterly dip filter 373

Index
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Eastern Europe 233
Easting Northing map grids 348
edge effects in Fourier processing 200
edge enhancement filters 47, 133, 193
edge shading filter 312
Edge_Shade from_NE.ag 317
Edge Shaded.alg 312
Edit Class/Region Color and Name 90
effect of aircraft atitude 139
effect of depth on anomaly shape 138
electromagnetic data 123, 150
imaging 150
elevation data
combining with other data 26
Digital Elevation Models (DEMs) 39
displaying 26
EM imaging 150
embedded algorithms 349
End of Hole Geology 171
engineering applications 211
enhancing data 69
enhancing edges 193
enhancing images 82
environmental assessments, remote sensing applications 212
environmental fragility in semi-arid countries 219
environmental monitoring applications 211, 222, 227, 242
environmentalists, applications for 228
epsfilter 370
equal probability contours 88
equations in geophysics 135
erosion monitoring 229
ERS-1 imagery 243
characteristics 244
Europe, remote sensing applications in 212
exampl e algorithms 304
example algorithms, see algorithm examples
example dynamic link 345
Example_Map_Composition_Grids.alg 348
Example_ Map_Composition_Items.alg 348
Example_Map_Composition_Scale Bars.alg 348
Example_Map_Composition_Text.alg 349
Example_ Map_Composition_Titles.alg 349
Example_Map_Composition_ZScale.alg 349
exploration effectiveness 167
exploration geophysicists, applications for 156
exploration licence areas 124
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exploration target generation 246
exporting vector data 286
extrapolation for filling in Fourier processing 201

F

fallback modesin 3-D perspective viewing 49
fallow circles, classification of 219
false color 315, 320
false color images
for displaying DEMs 44
Fast Fourier processing 189
fault zones
identifying 245
faults 312, 313
identifying with SAR 248
feathering mosaiced images 46
fertiliser use 233
FFT agorithms 358
FFT filtering 41
FFT processing, see Fourier processing
FFT_Highpass Power_ Spectrum.alg 345
FFT_Lowpass Power_Spectrum.alg 346
FFT_Notch _Power_Spectrum.alg 346
FFT_Power_Spectrum.alg 346
filter
adaptive_median_5x5 370, 371
ASPECT 55
aspect 363
average 380
average 5x5 371
avg_diag 369
avg h v 369
avg_hor 369
avg_ver 369
bandpass 3 5 365
brightest_pixel_5x5 370
darkest_pixel_5x5 370
darn 375
deviation 370
different 364
down_cont 366
downward continuation 132
East_West 378
easterly _dip 373
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eps 370

force_nosubs 375
gaussian 354
GOOD_HEIGHTS55
GOOD_REGIONS 55
gradient_X 364
gradient_Y 364
h_edge 375

hanning 132
Hanning_3 374
high_pass 4 365
highpass 4 133
horizontal derivative 366
kernel template 380
lap_clean 376
laplacian 376
local_enhance 380
low_freq 376
low_pass 4 365
lowpass 4133
majority 370, 380
median 370, 380
modefilt 380
North_East 378
North_South 378
North_West 378
North_West_5 379
northerly_dip 374
nosubs 130

rm2badli 380
rmbadlin 380
sharpedge 367
sharpen 377
sharpenll 368
sharpen2 368

slope 363
SLOPE_DEGREES 55, 310, 354
slope_degrees 364
SLOPE_PERCENT 310
sobel 374

South_East 379
South_North 379
South West 379
std_dev 364, 371
thresh 377

TM_NDVI 55
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v_edge 377
vertical derivative 367
w_loc_me 381
West_East 379
filters
averaging 47
continuation 134
DEM_HEIGHT 55
derivative in a specified direction 194
directional 133
edge enhancement 47, 133
example agorithms 351
field component in a specified direction 194
frequency 133
geophysical 132
geophysical filters 128
geophysical gravity filters 150
geophysics 365
high-pass Fourier 189, 193
low-pass Fourier 189, 193
majority 48
notch Fourier 189, 190
ranking 48, 370
reduction to the pole 194
reduction-to-pole 197
residual 134
second derivative 134
SLOPE 55
smoothing 132
sun angle 47
supplied 363
vertical continuation 194
vertical derivative 194
firerisk
creating maps 24
displaying 23
identifying 42, 56
fire-break road design, application for DEMs 42
Fireburn 321
firefighting 238
first upward derivative filter 194
First Vertical _Deriv.alg 358, 359
First_Vertical_Deriv_Power_Spectrum.alg 358
fish stocks 233
flight line overlays 124
floating point operations 30

Index
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floods, applications for DEMs 43
foliage height distribution 85
fonts 349

list of 349
force_nosubsfilter 375
forest degradation 237
forest management maps 25
forest management, remote sensing application 212
forest monitoring 237
foresters, applications for 238
forestry, customizing applications 239
formula, using to view oil and gas data 295
formulas 336

INREGION vunction 54

inverting data vaues 296
formulas for data fusion and mosaicing 36
Fourier processing 189

discrete transform 201

display of transforms 202

edge effects 200

example agorithms 345

low and high pass filters 193

of potential-field data 194

power spectra 202

real image 202
frequency filters 133
Frequency-domain-processing 189
fusing data

common ways 25
fusing data using color and intensity 24
fusing data, see also merging 21

G

Gamma-ray 324

Gaussian equalisation 72, 312, 320
gaussian filter 354
Gaussian_removed.alg 354

GCPs (Ground Control Points) 69
GEMI vegetation index 109
geochemical data display 156
geochemical data merged with Landsat 157
geochemists, applications for 156, 167
geolinking windows 137

geological applications 321
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geological interpretation using SAR imagery 248
geological interpretations, applications for DEMs 42
geological outcrop maps 163
geologists, applications for 156, 167
geology 141
geology databases, linksto 167
geometric coincidence 83
geometrical significance 161
geophysical 323
geophysical anomaly spatial frequencies 128
geophysical dataimaging 121, 122, 127
geophysical data spacing 126
geophysical filters 128

in gravity 150
geophysical station and line location data 124
geophysical survey boundaries 179
geophysicists, applications for 167
geophysics example algorithms 323, 324
geophysics filters 365
GeoQuest (IESX) ASCII grid dump import 271
GeoQuest (IESX) MapView import 276
GeoQuest IESX ASCII grid dump import 268
Geoquest imports 264
geoscientific data 155
GISs212
GlSand forestry 239
GIS data, overlaying on airphotos 64
GIS, displaying in ER Mapper 35
GIS, linksto 123
Global Environmental Monitoring Index 109
gloss 326
goethite 321
GOOD_HEIGHTSfilter 55
GOOD_REGIONS filter 55
gradient_X filter 364
Gradient_Y filter 364
graphics formats, printing to 50
gravity 123, 147, 323

combined with vectors 148

Fourier processing 194

profiling 149

stripping 149
gravity and Bouguer density choice in imaging 148
Green Vegetation Index 111
greeness 318, 322
greeness of vegetation 315, 316

Index
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Greenness layer 314
greyscale images 317
algorithm 313
for displaying DEMs 44
greyscale strips 349
Greyscale.alg 313, 317, 330
Greyscale Hospitals and Fire Stations.alg 330
gridded borehole depths 123
gridded data
reliability 138
gridding data 40, 126
geophysical 124
grids 349
ground based EM systems imaging 150
ground resolution 140
ground truthing 82, 88
Gulf of Gdansk, monitoring using remote sensing 233
GVI vegetation index 111

H

h_edge filters 375
hanning filter 132
Hanning_3 filter 374
hardcopy. See printing
header file 66
height 360
height layersfor 3-D viewing 49, 333
helicopter surveys 139
hematite 321
high frequency information, displaying 25
high performance of virtual datasets 54
high precision of virtual datasets 54
high spatial frequency data 131
high spectral resolution vegetation indices 115
high_pass 4 filter 365
high-frequency content of imagery 200
Highlight_structure.alg 354
highlighting
classifications 34
data of interest 24
images only within acertain area 34
regions 24
regions combined with backdrop images 33
vegetation 24
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water 31, 32

with color on agreyscale image 34
highlighting structure 354
highpass filtered FFT 358
high-pass Fourier filters 189, 193, 345, 346
highpass 4 filter 133
Highpass_Filter.alg 358
Histogram equalisation 312
histogram equalization 47, 72, 298
histograms

non-cumulative 128

using with classification 84
hole depths 176
homogenous features recognition with classification 93
Horizon 328
Horizon_Azimuth.alg 328
Horizon_Colordraped.alg 328
Horizon_Colordraped_Dip.alg 328
Horizon_Colordraped Step LUT.alg 329
Horizon_Dip.alg 329
Horizon_IHS.alg 329
Horizon_Low_Amplitude.alg 329
Horizon_Pseudocolor.alg 329
Horizon_Realtime_Sun_Shade.alg 329
horizontal average filter 369
horizontal derivative filters 366
hot wind in firerisk 56
HRV 330
HSI 319, 325, 349
HSI color wheel 361
HSI imaging 132, 312, 342, 347
HSI_to RGB.alg 356
HSI_to RGB_usercode.alg 356
HSI_wheel .alg 361
HSV imaging 28
Hue Saturation Intensity, see HSI
hydrography data 137
hydrologists, applications for 218, 228

Identifying fault zones 245
identifying intrusive bodies 246
|ESX seismic software 267
IHS merge 341, 347

Index
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image
display 82
enhancement 82
interpretation 224, 242
using annotation 137
lower resolution overview 64
processing 234
image, see also data
image differencing 75
image discontinuity 201
image mosaicing 230
image processing in mineral exploration 155
image rectification 41
image striping 140
image values 349
import
Charisma 2D XYZ ASCII grid 268, 272
Charisma 3D Inline Xline XYZ ASCII grid 268, 273
GeoQuest (IESX) ASCII grid dump 271
GeoQuest (IESX) MapView 276
GeoQuest IESX ASCII grid dump 268
oil and gas software 264
OpenWorks 3.1 Wells 280
SEG-Y 268, 269
SeiswWorks Fault Polygons 281
SeisWorks Manua Contours 282
Zycor ASCI| grid 268, 270
importing and exporting 65
importing vector data 123
In_Regions.alg 331
incorrect registration, errorsin DEMs 41
Infrared Percentage V egetation Index 104
infrared response for vegetation 84
infrared satellite imagery 251
infrastructure devel opment, remote sensing applications 213
Ingres 167
Input_Image.alg 346
INREGION function 33, 36, 54
INREGION() function 350
integrating data 211
DEM and other data 50
intensity layer, using in the oil and gas industry 295
Interactive_mosaic_of 4 datasets.alg 344
intercellular air spaces and vegetation indices 99
interfacing with ER Mapper 162
Interferometric SAR processing for generating DEMs 40
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interpretation using annotation 137
interpreted dips 164
interpreting radar (SAR) data 245
Intrepid dynamic links 123
intrusive bodies 244

identifying 246
IPVI vegetation index 104
iron 320
iron oxide 206, 316, 318
iron oxide absorption 113
Iron_Oxide ratio.alg 318
iron-bearing minerals 321
iron-stained 207

irrigation requirements assessment, remote sensing application 217, 219
ISOCLASS Landsat_ TM_year 1985.ag 338
ISODATA unsupervised classification 240

isovegetation lines 106
iterative training classes 89

J

Juliafractal 361
Julia_Fractals.alg 361

K

K/Th ratio for radiometrics data 135
kernel
north-east shade 317
north-west shading 312
kernel .template filter 380
kerndls, seefilters

L

lake capacity monitoring 229
land ownership 214
Land Use Classification.alg 334
Landmark imports 264
Landsat MSS 234, 313, 314
example algorithms 313
Landsat TM 234
algorithms 315
data
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example agorithms 315
merging with airborne magnetics surveys 25
merging with SPOT Pan 25, 29, 30
merging with SPOT Pan over DEM S 334
viewing in 3-D 333
Landsat TM data 100, 205, 240
Landsat_MSS.alg 357
Landsat MSS natural_color.alg 314
Landsat over DTM.alg 333
Landsat SPOT fusion over DTM.adg 334
Landsat_TM.alg 358
Landsat TM_and SPOT_Pan.alg 360
Landsat TM_and SPOT_Pan_IHS merge.alg 341, 347
Landsat_TM_and_SPOT_Pan_RGBI .alg 342
Landsat TM_area specific_stretch.alg 318
Landsat TM_Cloud_and Water.alg 355
Landsat_TM_Cloud_removal.alg 355
Landsat_TM_PC1-6_HistEq.alg 360
Landsat TM_scan_line noise removal.alg 358
Landsat TM_Tasseled Cap in_RGB.alg 318
Landsat_TM_transformations.alg 360, 361
Landsat TM_two_years.alg 360
Landsat TM_With _simple_grid.alg 349
LandsatMSS NDVl.dg 314
LandsatMSS_PV16.alg 314
LandsatMSS PVI7.ag 314
LandsatMSS Tasseled_Cap.alg 314
landuse/terrain classification map using SAR 247
lap_clean filter 376
Laplacian filter 326
laplacian filters 376
larvae 252
L atitude Longitude map grids 348
layers
Intensity 295
order in mosaicing algorithms 46
layover effect in radar processing 246
leaf areaindices 85
least squares fit 318
Leeuwin Current 252
legends 349
legidlative obligations and infringements, remote sensing application 213
lettuce, classification of 219
levelling artefacts 138
levelling problemsin DEMs 46
lightning strikes 237, 238
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lineament detection 309

lineaments 312, 313

linear leveling 47

Linear Scaletest pattern 362

links to vector dataand GIS 123

local anomalous 134

local_enhance filter 380

low freguency filter 376

low vegetation cover and vegetation indices 113
low_pass 4 filter 365

lower resolution overview image files 64
lowpass filtered FFT 358

low-pass Fourier filters 189, 193, 346
lowpass 4 filter 133

Lowpass _Filter.alg 358

Lsfit.alg 318

M

MAFF 214
magnetics data
collection 138
displaying 26, 122
displaying over a satellite image 27
imaging 137
viewingin 3-D 334
Magnetics.alg 334
Magnetics 1Q Vertical_Derivative.alg 324
Magnetics 2nd_Vertical_Derivative.alg 324
Magnetics 3Q Vertical Derivative.alg 324
Magnetics and_Radiometrics Colordrape.ag 324
Magnetics and Vectors.alg 325
Magnetics Colordrape.alg 325
Magnetics Colordrape_map_legend.alg 325
Magnetics Colordrape_shiny look.alg 325
Magnetics Colordrape wet_look.alg 325
Magnetics Contours from Raster.alg 326
Magnetics POB_Vertica_Derivative.alg 326
Magnetics Pseudocolor.alg 326
Magnetics Realtime_Sun_Shade.alg 326
Magnetics rgb 3angle.alg 327
Magnetics ucl and full.alg 361
Magnetics uch_and dch.alg 361
Magnetics uch_and full.alg 361
majority filter 370, 380
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majority filters 48
map
creating a 61, 290
map composition 349
example agorithms 348
multiple language support 349
map composition items 36
map grids 348
map legends
example agorithms 350
map titles 349
Map_Symbols In_Use.alg 349
mapping shelf circulation 251
maps
firerisk 24
forest management 25
landuse/terrain classification 247
mineral exploration 25
precipitation 25
updating with remote sensing 212
maps, showing integrated data 24
marine environment 235
marine habitat protection 221
marine organisms 252
masking 224
masking of water, forest and urban areas 94
Maximum Gold Value 170
maximum likelihood classifier 88, 219, 337
measurements of the earth’ s gravity field 194
median filter 354, 380
for removing errorsin DEMs 41
in change detection 76
median filters 370
Median_noise removal.alg 354
merging data 241
Brovey transform and RGBI 29
classified and airphoto or satellite imagery 26
ERS-1 and Landsat TM 246
geochemical and Landsat 157
gravity and vectors 148
Landsat TM and aeromagnetic surveys 25
Landsat TM and SPOT Pan 25
Landsat TM and SPOT Pan over DEMs 334
radiometrics and aeromagnetic surveys 26
radiometrics and satellite imagery 143
using color and intensity 24
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merging data, see also fusing 21
mineral exploration industry 156
mineral exploration maps 25
mineral exploration with radar data 243
mineralization 141, 142, 246
mixed-residential classin classification 90
modefilt filter 380
MODELVISION 164
Modified Soil Adjusted Vegetation Index 108
monitoring crop production 217
monitoring environmental change. See environmental monitoring
MONOCOLOR layers 35
MONOCOLOUR layers 172
mono-cropping 233
mosaicing data 22, 230, 241

algorithm 46

DEMs 46

formulas for 36

strip of aerial photographs 215
mosaicing data algorithm 344
MOSS 215
MSAYV vegetation index 108
MSAVI2 vegetation index 108
MSS data 97, 100
multiple language support 349
multi spectral

classification 81, 219

satellite imagery 218

sensing of crops 84

N

native GIS format 64

natural color 314, 319, 331

NDVI 314, 322, 331

NDVI vegetation index 51, 104, 116, 219, 316
near surface sources 134

nearest neighbour resampling 71

new road development, identifying with satellite imagery 67
Newcastle Magnetics Map.alg 350

nickel anomalous regions 178

nickel mineralizations 156

nickel potential 173

NIR 323

NIR data97, 112
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NOAA satellite imagery 252

noise removal 33, 322, 354

non-cumulative histogram display 128

non-linear mixing 113

non-NULL data, transforming 28

normalized difference image for comparing results 72
Normalized Difference Vegetation Index 104
normalized difference vegetation index 314

North America, remote sensing applicationsin 212
North Arrows 348

North_East filter 378

North_South filter 378

North West filter 378

North_West_5 filter 379

northerly_dip filter 374

nosubs filter 130

notch filtered FFT 358

notch Fourier filtering 189, 190, 346

notch transform 326

Notch_Filter.alg 358

O

ocean current charting 251

oil and gasindustry, using ER Mapper in 263
oil spill response 221

OpenWorks 3.1 Wells import 280

order of layersin mosaicing algorithms 46
Output_Image Highpass.alg 346
Output_Image _Lowpass.alg 346
Output_Image Notch.alg 346

overlaying GIS or CAD data 64
oversampling 126

P

panchromatic data 68

pattern recognition phase in classification 84

PC1 36, 316, 319, 322

PCA.. See Principal Components Analysis

Penman method 220

pepper-and-salt noise 193

performance and virtual datasets 54

Perpendicular Vegetation Index 105

Perpendicular Vegetation Index, see also PV vegetation index 314
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petroleum exploration, applications of radar data 244
Petroseis 145
photogrammetric generation of DEMs 40
phyllosilicates 316, 321
pipeline design, application for DEMs 42, 58
pixel to pixel registration 71
pixel transform 28
Planck function 254
planning, remote sensing applications 212
plant development and stress 85
plant leaves and vegetation indices 99
Pleasing_image.alg 319
POB vertical derivative 326
political boundaries, remote sensing application 213
polygon regions 35
polygons
using to define areas of interest 24
polynomial rectification 69
polynomial order 71
potassium 327
potassium-40 324
power spectrain Fourier processing 202
power spectrum image in Fourier processing 197, 345
precipitation maps 25
principal components analysis 36, 75, 143, 205, 235
Principal_Component_1.alg 319
printing 289
stereo pair images 50, 335
stereo pairs with vectors 50
test patterns 355
TIFF format 289
to graphics formats 50
priority of vector layers 35
processing DEMs 51
profiles 161
pseudocolor colordrape, using for displaying data 26, 27
pseudocolor images 130, 313
Pseudocolor.alg 313
PV vegetation index 105, 116, 220, 314

Q

quality control 168
guantizing data 122
quartz 321
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R

radar data
characteristics 244
correcting with DEMs 59
geological interpretation 248
in minera and oil exploration 243
interpretation 245
layover effect 246
Radian CP3 145
radiance and reflectance 101
Radiometric 324
radiometric correction 83
radiometrics 123, 323, 343
algorithms 324
imaging 139
interpreting 141
K/Thratio 135
merging with aeromagnetics surveys 26
merging with satellite data 143
over magneticsin 3-D 335
Radiometrics and _Magnetics RGBI.ag 343
Radiometrics Magnetics RGBI.alg 327
Radiometrics_over_Magnetics algorithm 335
Radiometrics ratio K_Th.alg 327
random line data 125
random point data 125
Random test pattern 362
range of heights from aDEM 52, 53
ranking filters 48, 370
raster and vector dataintegration 51
raster and vector integration example algorithms 355
raster contour line generation 48
raster data
rectifying to vector data 70
raster dataset resolution 22
raster to vector conversion 35
ratio combinations (RGB) 143
ratio vegetation index 103
ratios in geophysics 135, 142
real image in Fourier processing 202
real time “Sun” shaded images 326
realtime " Sun" shaded images
for viewing geophysical data 130
realtime “Sun” shaded images 329
for displaying DEMs 44
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realtime “sun” shaded images
algorithm 313
real-time classification 92
Realtime_Sun_Shade.ag 313
rectifying images 41, 69, 215, 223, 229
pixel to pixel registration 71
rectifying raster data to vector data 70
RMS errors 70
selecting control points 69
Red Green differenceimage 74
Reduce to Pole.alg 359
Reduce to Pole Power_Spectrum.alg 359
reduction to the pole filters 194
reduction-to-pole Fourier processing 197
reflectance 101
reflectance spectra 106
regions
displaying attribute data within 33
example agorithms 350
highlighting 24
highlighting combined with backdrop images 33
highlighting data example algorithms 330
showing DEM values within 54
registering data to ground control points 69
registering datasets
pixel to pixel registration 71
regolith maps 163
regular line data 125
reliability of gridded magnetic data 138
removing noise from images 33
resampling 71, 127
residual filters 134
resistivity 150
resolution of scanned images 307
resolution requirements for merging datasets 22, 344
RGB -> HSI -> RGB 342
RGB to HSI to RGB 322, 347
RGB.ag 308, 357
RGB->HS|->RGB 28
RGB_321.alg 315, 319
RGB_321 sharpened with SPOT_Pan.alg 315
RGB_321 to HSI_to RGB.ag 319
RGB_341.alg 319
RGB_421.alg 315
RGB_432.ag 320
RGB_531.ag 320
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RGB_541.ag 320
RGB_541 to HSl to RGB.ag 321
RGB_542.alg 321

RGB_741.ag 321

RGB_autoscale.alg 357

RGB_BCET _autoscale.alg 357
RGB_Principal_Components 123.alg 322
RGB_Principal_Components bands 741.alg 322
RGB_to HSl.alg 361

RGB_to HSI_to RGB.alg 322, 347, 357
RGBCMYK color strip 361
rgbcmyk_bands.alg 361

RGB-Height images 51

RGBI agorithm 28

RGBI images 28

ringing 193

RIP (Raster Image Processing) engine 63
river transports 234

rm2badli filter 380

rmbadlin filter 380

RMS errorsin rectification 70

road boundaries, enhancing 193

road centreline network 69

roads draped over DEM in 3-D 335
Roads and SPOT_over DTM.alg 335
rotated text 349

RVI vegetation index 103

S

SAR filters 371
SAR interferometry 244
SAR. Seeradar data
satellite imagery 223

availability and acquisition 247
SAVI vegetation index 106, 107
SBI (Soil Brightness Index) 219
scale bars 348, 349
scale independence 168
scan line noise removal 322
scan line noise removed 358
scan lines 322
Scan_line_noise_removal.alg 322
scanned data 223, 307
scattergrams 90
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scene brightness, in change detection 75
Schlumberger imports 264
scripting language 64
seasonal effects, eliminating 73
sea-surface temperatures 253
sea-surface temperatures (SSTs) 251
second derivative filters 134
second vertical derivative 194
Second Vertical_Deriv_Power_Spectrum.alg 359
sedimentation and erosion, applications for DEMs 43
SEG-Y import 268, 269
seismic data 123, 144, 327

example agorithms 327
seismic data, importing into ER Mapper 267
seismic datasets, viewing 295
SeiswWorks Fault Polygons import 281
SeiswWorks Manual Contoursimport 282
SeisWorks seismic software 267
selecting control points for rectification 69
semi-arid areas, problems with vegetation indices 114
semi-arid countries, remote sensing in 219

Semi-Automatic Interpretation of Aeromagnetic Datasets 159

Sensors 16.alg 322
shaded relief images. See sun angle shading
Shaded Digital_Terrain_Map.alg 335
shadow strips, errorsin DEMs 41
shadows, eliminating with band ratios 100
sharpedge filter 367
sharpen filter 377
Sharpen_TM_with_Pan.alg 343
sharpenll filter 368
sharpen? filter 368
sharpening Landsat TM imagery 22, 31
shelf circulation 251
shiny colordrape images

for displaying DEMs 45
siltation monitoring 229
Simple_San Diego_Map.alg 350
Sin_curve.ag 335
Sine wave test pattern 362
Single Band_Greyscale.alg 357
slope 360
SLOPE filter 55
slope filter 363
slope, generating from DEMs 52, 53
slope, infirerisk 57
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slope_degrees 52
SLOPE_DEGREESfilter 55, 310, 354
slope_degreesfilter 364
Slope_degrees.alg 310, 354
SLOPE_PERCENT filter 310
Slope_percent.alg 310
smelting 240
smoke spotting 238
smoke-stack industrial centres 233
smooth resampling 127
smoothing 127
smoothing filters 132
Sobel filters 374
soil 85
Soil Adjusted Vegetation Index 106
soil line 103, 114
soil mapping 141
soil noise 106
sources and quality of DEM data 40
sources of topography data 151
South_East filter 379
South_North filter 379
South_West filter 379
spatial sampling 126
spectral characteristics of vegetation 97, 99
spectral pattern recognition 81
spectral reflectance characteristics 84
spectral response of crop species 86
spectral unmixing 115
SPOT data 96
viewingin 3-D 334
SPOT HRV 330
SPOT Pan 358
SPOT Panchromatic 341
SPOT Panchromatic data 68, 80, 330, 336
example agorithms 330
SPOT Panchromatic images 331
SPOT XS 93, 331, 341, 358
SPOT XSdata
example agorithms 331
SPOT_over DTM.alg 336
SPOT_Pan.alg 358
SPOT_Pan _in_Regions.alg 350
SPOT_Pan _in_Regions over_Landsat TM.alg 351
SPOT_Pan_with roads and drainage.alg 309
SPOT_XS.ag 358
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SPOT_XS and_Pan_Brovey merge.alg 331
SPOT_XS and_SPOT_Pan RGBI.ag 343
SPOT_XS natura_color.alg 331
SPOT_XS NDVI_colordraped over_Pan.alg 331
SPOT_XS NDVI_veg_index_greyscae.ag 331
SPOT_XS rgb_321.alg 332
SPOT_XS rgb_321_sharpened with_SPOT_Pan.alg 332
SQL 170
SSTs (sea-surface temperatures) 251
statistic used for erosion and siltation estimates 230
statistical samplein classification 89
statistics cal culations 350
statistics, in classification 84
statutory designations, remote sensing application 213
std_dev filters 364, 371
steepness, from DEMs 52
stereo pair images 50
stereo pairs 335
with vectors 50
stereo viewing 50, 334
strikefiltering 193
strip of aerial photographs 215
striping 140
structural features 207
structure, displaying 26
subsampling and geophysical data 135
sub-sectioning data 63
subsectioning data 224
sun angle 130
sun angle filters 47
sun shading viewing 335
sun shading, using to view oil and gas data 296
supervised classification 82, 219
supplied algorithms 303
surface information from Radiometrics 324
survey boundary polygons 124
susceptibility values 164
suspended aerosols 109

T

table based dynamic links 330
table of data dynamic link 345
Tabular_Data as Circles.alg 345
tasseled cap vegetation 314
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tasseled cap vegetation cal cul ations 322
tasseled caps 318
Tasseled_Cap_Transforms.alg 322
TC_Greeness over Brightness.alg 315
template algorithms 304
template algorithms, see algorithm templates
terraces, errorsin DEMs 41
terrain, displaying with principle components 36
Tertiary 176
test 3-D image 335
test patterns example algorithms 355
Test_Fonts.alg 349
Test_Patterns.alg 361, 362
text 349
texture mapping in 3-D perspective viewing 49
thermal infrared satellite imagery 251
thorium 327
thorium-232 324
thresh filters 377
thresholding in change detection 76
TIFF format, printing to 289
tiff, printing to graphicsfiles 50
TM data. See Landsat TM
TM_NDVI filter 55
TNDVI 322
topographic variations, emphasi zing with radar data 244
topography 122, 151, 310

sources of data 151
training region refinement 90
training site selection 82, 83
Transformed Soil Adjusted Vegetation Index 107
transforms 129

in Fourier processing 202
transmittance of canopy components 85
transport corridors, remote sensing applications 213
Transverse Mercator projection 225
traversing 129
tree damage 240
triangles 349
TRUECOLOR layers 35
Truecolor_Color_Spiral.alg 345
TRUECOLOUR layers 172
TSAVI vegetation index 107
tundra-like regions 237
turbidity 235
two-way time data 145
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typicality thresholds 91

V

unsupervised classification 92, 240
unsupervised multi-spectral classification 219
updates from a single authorised source 168
updating vectors 215

Upward Continuation filter 366

uranium-238 324

urban planning, remote sensing application 213
User_Example_Dynamic_Link.alg 345
usercode filters 380

USGS DLG-3 355

utilities mapping, remote sensing application 213

\'

v_edge filters 377
vector based geology information 334
vector based polygon regions to raster datasets 331
vector based polygons 350
vector data 69, 308
vector data, overlaying on raster backdrops 64
vector polygons of high firerisk 58
Vector_Deriv_Power_Spectrum.alg 359
Vector_Field_Power_Spectrum.alg 359
vectors
displaying over raster data 24
draped over DEM 335
draping over perspective views 49
importing and viewing with dynamic links 123
updating 215
viewing over stereo pairs 50
Vectors from_Airphoto.alg 308, 355
Vectors over_Greyscale.alg 331
Vectors over SPOT_Pan.alg 355
vegetation 320, 323, 331
highlighting 24
infirerisk 57
showninred 101
spectra characteristics of 97, 99
vegetation canopy, penetrating with radar 244
vegetation in remote sensing 95
vegetation indices 98, 337
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ARVI 110

atmospherically resistant indices 110

basic assumptions 102

DVI 105

GEMI 109

GvVI 111

IPVI 104

MSAV 108

MSAVI2 108

NDVI 51, 104, 116, 219

problemsin arid and semi-arid areas 114

PVI 105, 116, 220

questions and answers 102

RVI 103

SAVI 106, 107

SBI 219

TSAVI 107

WDVI 105

with low vegetation cover 113
vegetation, dry 323
vegetation, green 323
Vegetation NDV1.alg 322
Vegetation TNDVI.ag 322
vegetative biomass monitoring using classification 219
vertical average filter 369
vertical continuation filter 194
vertical derivativefilters 367
vertical derivative in geophysical data processing 136
vertical derivative of magnetics 324
vertical edgesfilter 377, 378
vertical illumination 330
Vertica_Continuation.alg 359
Vertical_Continuation Power_Spectrum.alg 360
via ARCPLOT_Airphoto_with_roads.alg 309
via ARCPLOT_Coast_with _boundaries.alg 309
view position in 3-D perspective viewing 49
village plans, use in development applications 212
virtual datasets 241

and principal components analysis 206

example agorithms 355

for difference imaging 75

template algorithms 360

with DEMs 55
Virtual_Dataset mosaic.alg 344
visibility impact design, applications of DEMs 42
visualizing geophysical data 122, 127
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W

w_loc_mefilter 381

warping. See rectifying images

water 355

water quality 233

water resources management 230

water resources monitoring 228

water, highlighting 32

water, mapping shelf circulation 251
Waterlevel Color Look Up Table 129
watersheds, remote sensing application 213
wave freguencies electromagnetic data 123
WDVI vegetation index 105

Weighted Difference Vegetation Index 105
weighting the classifier 91

West_East filter 379

Western Australia, remote sensing applications in 221

wet look 325

wetness 318, 322

Wetness layer 314

what-if processing 52, 56, 122
wheat, classification of 219

Z

Z-profiling 129

Z-scales 349

Z-values 349

Zycor 145

Zycor ASCII Grid import 268
Zycor ASCII grid import 270
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